
1 
 

 
 

Self-Assessment Report (SAR) 

For Accreditation of Postgraduate Engineering 

Programme (TIER-I)  

 

M.Tech - Information Technology 

 
PART-A & PART -B 

 

 
submitted by 

 

Department of Computer Science and Engineering 

J.N.T.U. College of Engineering Kakinada (A), 

Jawaharlal Nehru Technological University Kakinada 

Kakinada Andhra Pradesh 

 
  

To 
 
 
 
 
 
 
 
 
 

 

 

       NATIONAL BOARD  OF ACCREDITATION  
  

New Delhi - 110003, India 
 
 
 
 
 
 
 
 
 
 

 



2 
 

Contents 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
 

 

 

 

 Title  Page No. 

PART- A  

1. Institutional Information  05 

09 2. Departmental Information  

3. Programme Specific Information 14 

PART- B  

1. Vision, Mission and Programme Educational Objectives 16 

2. Programme Outcomes 30 

3. Programme Curriculum  60 

4. Studentsô Performance 117 

5. Faculty Contributions 124 

6. Facilities and Technical Support 147 

7. Teaching-Learning Process 154 

8. Governance, Institutional Support and Financial Resources 167 

9. Continuous Improvement 188 

Declaration 212 



3 
 

 

Self-Assessment Report (SAR) 

for  

NBA Accreditation of Postgraduate 

Engineering Programme 
 
 
 
 
 

 

PART-I  
 

INSTITUTIONAL SUMMARY  
 
 
 
 
 
 

 

University College of Engineering Kakinada (A), 
 

Jawaharlal Nehru Technological University Kakinada 
 

Kakinada Andhra Pradesh 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

National Board of Accreditation 
 

New Delhi, India 
 

2017 



4 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

                          Part A 
 
 
 

 

Self-Assessment Report (SAR) 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 



5 
 

I. Institutional Information 

 

I.1.Name and address of the institution and affiliating university: 
 

J.N.T. University College of Engineering Kakinada (A) 
 

Jawaharlal Nehru Technological University Kakinada 
 

Pithapuram Road, KAKINADA, East Godavari District 
 

Pin: 533 003, Andhra Pradesh, INDIA 
 

I.2.Name, designation, telephone number, and e-mail address of the contact person 
for the NBA:  
Dr. G.V.R. Prasada Raju, Principal 
Ph: 0884-2300823(O); Fax: 0884- 2386516  
Mobile: 09618522555 
Email: principal_jntucek@yahoo.com 

 

I.3.History of the institution (including the date of introduction and number of seats of 
various programmes of study along with the NBA accreditation, if any) in a 
tabular form:  

Year  Description       Intake 
1946  College started with the fallowing programmes (Intake Strength)     

  1. Civil Engineering       40  
  2. Mechanical Engineering       40  
  3.  Electrical and Electronics Engineering     40  

1958  Telecommunication Engineering       15  

1972  Telecommunication Engineering converted into Electronics and   50  

  Communication Engineering         

1975  Intake increased to         

   1. Civil Engineering       50  
   2. Mechanical Engineering       50  
   3.  Electrical and Electronics Engineering     50  

1987  Additional course started         

  1.  Computer Science and Engineering     15  
2002  Intake increased to       50  

  Computer science and Engineering         

          

S.No. Description   Intake  Year of Accreditation  

      Strength  Establishment  Status  

1 Civil Engineering  50  1946  YES  
         

2 Mechanical Engineering  50  1946  YES  

3 Electrical and Electronics Engineering  50  1946  YES  

4 Electronics and communication  50  1958  YES  

 Engineering          

5 Computer Science and Engineering  50  1988  YES  

6 Petrochemical Engineering  50  2009   No  

7 Petroleum Engineering  50  2010   No  
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Sl. No. Program Intake Year of 
   Establishment 

1. Soil Mechanics & Foundation Engineering 18+7* 1974 ς 75 
    

2. Structural Engineering 18+7* 2002 ς 03 
    

3. Advanced Electrical Power System 18+7* 2002 ς 03 
    

4. High Voltage Engineering 18+7* 1972 ς 73 
    

5. CAD/CAM 18+7* 2001 ς 02 
    

6. Machine Design 18+7* 1972 ς 73 
    

7. Instrumentation & Control Engineering 18+7* 1975 ς 76 
    

8. Computer & Communication 18+7* 2005 ς 06 
    

9.   Computer Science and Engineering (CSE) 18+7* 2002 ς 03 

10. Information Technology 18+7* 2011 ς 12 
11. Petroleum (Pipeline) Engineering 18+7* 2014 ς 15 
* Sponsored category - seats filled by the University 

 

I.4.Ownershipstatus:Govt. (central/state) / trust/ society 
(Govt./NGO/private)/ Private/ other: State Government 

 
 
 

I.5.Mission and Vision of the Institution: 
 

VISION: To be a premier institute of excellence developing highly talented holistic human 
capital that contributes to the nation through leadership in technology and innovation 
through engineering education. 

 

MISSION: 
 

¶ To impart Personnel Skills and Ethical Values for Sustainable Development of the 
Nation. 

¶ To create Research & Industry oriented centers of excellence in all engineering 
disciplines. 

¶ To be a renowned IPR generator and repository for innovative technologies. 

¶ To develop Research and Industry oriented technical talent. 

¶ To benchmark globally the academic & research output. 
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I.6.OrganizationalStructure: 

 

Organizational chart showing the hierarchy of academics and administration is to be included 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

I.7.Financialstatus: Govt.(central/state)/grants-in-aid/not-for-profit / private 
self-Financing /other: State Government 

 

I.8.Natureof the trust/society: LǘΩǎ ŀ DƻǾǘΦ LƴǎǘƛǘǳǘŜ ŀƴŘ not under any trust or society. 

 

I.9.External sources of funds: 
 

 Name of the external  
CAY 

 
CAY m1 CAY m2 CAY m3  source   

       

        

   2016-17 2015-16 2014-15 2013-14 
        
 ICS  2,12,93,243 70,35,015 57,91,747 67,88,319 
   

        

I.10. Internally acquired funds:      
        

 Name of the  CAY  CAY m1 CAY m2 CAY m3 
 

internal source 
  

       
        

   2016-17  2015-16 2014-15 2013-14 
        

 {ǘǳŘŜƴǘǎΨ ŦŜŜ  1,86,04,272  1,95,98,198 1,76,95,346 1,38,89,670 
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I.11. Scholarships or any other financial assistance provided to students 
 

(Instruction: If any scholarship or financial assistance is provided to the students, then the details 
of such assistance over the last three financial years have to be listed here. Also mention needs to 
be made of the basis for the award of such scholarship). 

 

Type of scholarship 2016-17 2015-16 2014-15 2013-14 

SC 31,01,360 33,48,560 27,75,340 30,84,230 

ST 9,80,540 10,42,720 11,67,440 6,99,200 

OBC 74,24,980 79,55,680 64,56,140 27,29,500 

Minorities 9,22,242 11,72,192 92,887 7,26,195 

General 25,08,300 35,04,300 33,80,900 27,29,500 

TEQIP-II for PG 98,13,805 41,62,586 59,25,497 36,00,000 

TEQIP-II for PhD 35,61,561 41,39,788 37,13,285 12,96,000 
 

I.12Basis/criterion for admission to the institution: 
GATE, State Level Entrance Examinations PGECET for PG Courses and EAMCET 
and ECET for UG Programs (Conducted by Andhra Pradesh state Government) 
 

I.13Total number of engineering students: 

 CAY CAY m1 CAY m2 CAY m3 
 2016-17 2015-16 2014-15 2013-14 
Total no. of boys: 1116 1079 1082 1054 
Total no. of girls: 792 795 751 684 
Total no. of students: 1908 1874 1833 1738 

 

I.14Total number of employees 
 

(Instruction: Total number of employees, both men and women, has to be listed here. 

The data may be categorized in a tabular form as teaching and supporting staff.) 
 

Minimum and maximum number of staff on roll in the engineering institution, during the CAY 
and the previous CAY (1st July to 30th June): 

 

A. Regular Staff 

Items   

CAY CAY m1 CAY m2 CAY m3 

2016-17 2015-16 2014-15 2013-14 

Min Max Min Max Min Max Min Max 

Teaching staff 
in engineering 

M 59 65 61 65 63 65 65 65 

F 23 24 24 24 24 24 24 24 

Teaching staff 
in science & 
humanities 

M 5 7 6 7 6 7 7 7 

F 2 2 2 2 2 2 2 2 

Non-teaching 
Staff 

M 98 98 97 97 97 97 97 97 

F 18 18 16 16 16 16 16 16 
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¶ Total Sanctioned Teaching Posts ς 118 

¶ Total Sanctioned Non teaching Posts ς 243 
 

(Instruction: Staff strength, both teaching and non-teaching, over the last three 

academic years has to be listed here.) 

 

B.  Contract Staff  
 

 
II. Departmental information 

 
II.1.         Name and address of the department: 

 
   Department of CSE, J.N.T.University College of Engineering (Autonomous),  
   JNTU Kakinada, East Godavari Dist, Andhra Pradesh- 533003 
 

II.2.Name, designation, telephone number, and email address of the contact person 
for the NBA: 

 
 
   Dr. A. Krishna Mohan, Professor& Head, Department of CSE,  

J.N.T. University College of Engineering (Autonomous),  
   J.N.T.U. Kakinada, East Godavari Dist, Andhra Pradesh- 533003 
   Mob: 9640027540, Email:jntucek.hcse@gmail.com 

 
 

II.3.History of the department including date of introduction and number of seats of 
various programmes of study along with the NBA accreditation, if any: 

 
 

Programme Description 

UG in CSE. Started with 15 seats in 1988, 

Intake increased to 50 in 2002 

PG in CSE 

Computer Science And 

Engineering 

Started as CS with 25 seats in 2002 

Changed as CSE in 2010 

Items   

CAY CAY m1 CAY m2 CAY m3 

2016-17 2015-16 2014-15 2013-14 

Min Max Min Max Min Max Min Max 

Teaching staff 
in engineering 

M 29 29 22 22 20 20 29 39 

F 28 28 18 18 17 17 24 24 

Teaching staff 
in science & 
humanities 

M 20 20 20 20 23 23 18 21 

F 10 10 11 11 10 10 14 14 

Non-teaching 
Staff 

M 96 96 95 95 84 84 82 95 

F 26 26 27 27 19 19 18 27 
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PG in  

Information Technology 

Started with 25 seats in 2011 

MCA Started with 30 seats in 1996 

II.4.Mission and Vision of the Department 
(The department is required to specify its Mission and Vision). 

About the Department of CSE: 
 

The Department of Computer Science and Engineering, J.N.T.University College of 

Engineering, Kakinada was established in the year 1990. The PGDCA Program was initiated 

in the year 1987 - 1988 and was the first Computer Oriented course to be offered. This 

course was initially started in the ECE Department. In the year 1989 - 1990, B.Tech. 

Program in Computer Science and Engineering was started and was the second computer-

related program, which was also offered from the ECE Department for that year only. 

Later, after the establishment of CSE Department separately in 1990, it continued to offer 

the above-mentioned two courses. From 1996, M.C.A. program was started, from 2000-

2001 M.Tech CSE (Daytime) and from 2011 M.Tech IT. 

 The Academic Programmes for B.Tech., M.Tech. and M.C.A. are being modified 

every two/three years to meet the needs of the industry. The Board of Studies in CSE 

consists of 2 eminent professors from other universities and 2 well known industrialists 

apart from 4 professors within our institute. Thus, our academic programs are more need 

based rather than completely theory-oriented. 

 This department is equipped with the state-of-the-art computer laboratories and 

laboratories required to cater to the needs of undergraduate and post graduate 

programmes. In addition, active research is conducted in the realms of modeling, 

engineering and understanding of software systems related to distributed, cognitive, 

security, language engineering, databases, wireless networks, web services, cognitive 

informatics and computer ergonomics domains of computing. 

 The Alumni of this department are occupying high positions in Multi-National 

Companies like Microsoft in India and abroad, and software tycoons like TATA 

Consultancy Services (TCS), Satyam, and Infotech etc. The department organized 

successfully several National seminars, Workshops, and student paper contests. Most of 

the students of this department are securing the jobs in reputed National and 

International organizations through campus recruitments. 

 This department is actively involved in modernizing and developing the 

laboratories with World Bank project, Technical Education Quality Improvement 

Programme. All laboratories, which are useful for undergraduate programme, are 

strengthened by procuring necessary equipment to conduct various experiments and 

projects. In addition, new laboratories in the area of Software Testing, Internet 

Technologies, Programming Languages and Data Engineering are developed to cater to 

the needs of existing programmes. However, these facilities are to be augmented further 
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with new equipment to improve the facilities and to offer new post graduate 

programmers. In addition, new faculty members (having expertise to teach advanced 

subjects) are to be recruited. Building space is to planned and obtained for the new 

courses.  Library books have to be procured as per the new PG programmes to be offered.  

Presently, the faculty of this department has expertise in various advanced fields in the 

state-of-the-art technologies. 

 
Vision and Mission of the Department 

             Vision:  

Department of Computer Science and Engineering strives rigorously to impart intellectual 
environment with global standards that fosters the search for new knowledge in a highly 
dynamic computing-centric society through research & applied efforts.  

Mission: 

Á To provide quality education in both theoretical and applied foundations of computer 

science and train the students to solve the real world problems effectively thus enhancing 

their potential for high quality careers. 

Á To facilitate the students and faculty to inculcate the research culture to advance the state 

art of computer science and integrate research innovations in multi-   disciplinary fields. 

Á To equip student / faculty with excellent teaching learning capabilities through advanced 

learning tools and technologies. 

Á To produce students with critical thinking and lifelong learning capabilities to apply their 

knowledge to uplift the living standards of the society. 

Á To produce students with enriched skill set, professional behavior, strong ethical values 

and leadership capabilities so as to work with commitment for the progress of the nation. 
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II.5.List of the programmes/ departments which share human resources and/or 
the facilities of this department/programme (in %): 

(Instruction: The institution needs to mention the different programmes 

which share the human resources and facilities with this 

department/programme being accredited.) 
 

Name of the Programme & 
Specialization 

Name of the Course 
(Theory) 

Name of the 
Course 
(Laboratory)  

Resources 

Faculty Labs 

 
I B.Tech 
 
( ECE, ME, EEE, Civil, PE, 
PCE) 
 

C Programming  
 
C Programming  
 

ã ã 

IT Workshop IT Workshop ã ã 

IV B.Tech EEE 
Data Base Management 
Systems 

 ã  

IV B.Tech ECE TCP/IP  ã  

IV B.Tech ECE Operating Systems  ã  

I M.Tech 
Telecommunications  

C++ C++ ã  

II.6.          Total number of students: 

UG: 214* 
P.G: 170 
 

II.7.Minimum and maximum number of staff on roll during the current and three previous  
Academic years (1st Julyto30th June) in the department: 

 
  

Items 
CAY(2015-16) CAY m1(2014-15) CAY m2(2013-14) CAYm3(2012-13) 

Min. Max. Min. Max. Min. Max. Min. Max. 

Teaching 
staff in 
the 
department 

15(R)+ 
17(A) 

15(R)+ 
17(A) 

15(R)+ 
13(A) 

15(R)+ 
13(A) 

16(R)+ 
13(A) 

16(R)+ 
13(A) 

16(R)+ 
13(A) 

16(R)+ 
13(A) 

Non-
teaching 
staff 

8(R)+ 
2(A) 

8(R)+ 
2(A) 

8(R)+ 
2(A) 

8(R)+ 
2(A) 

8(R)+ 
2(A) 

8(R)+ 
2(A) 

7(R)+ 
1(A) 

7(R)+ 
1(A) 

Total 42 38 39 39 

Note: R- Regular Staff, A-Ad-Hoc Staff. 
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II.7.1. Summary of budget for the CFY and the actual expenditure incurred in the 

CFYm1, CFYm2and CFY3 (for the Department): 
   

Items 
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Lab Equipment 600000 590885 1500000 1454560 300000 292600 250000 283275 

Lab Equipment 
(with TEQIP-II) 

250000 262500 70000 70854 550000 571598 6000000 6095258 

Software (with 
TEQIP-II) 

700000 700000     225000 243260 3000000 3023879 

Lab consumable  --- --- 150000 137680 200000 209152 200000 192100 

Maintenance 
and spares 

 --- ---  --- ---  ---  --- --- --- 

Training & 
Travel (with 
TEQIP-II) 

1100000 1127725 800000 822163 900000 940392 850000 862345 

Misc. expenses 
for academic 
activities 

 --- ---  --- ---  ---  --- 60000 60000 

Total 2650000 2681110 2520000 2485257 2175000 2257002 10360000 10516857 
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III . Programme  Specific in forma tion  
 

III.1.         Name of the Programme 
 
 

PG in Information Technology 
 

(List name of the programme, as it appears on thŜ ƎǊŀŘǳŀǘŜΩǎ ŎŜǊǘƛŦƛŎŀǘŜ and 
transcript, and abbreviation used for the programme.) 

 
 

II.2.         Title of the Degree 
 
 

(List name of the degree title, as it appears on thŜ ƎǊŀŘǳŀǘŜΩǎ ŎŜǊǘƛŦƛŎŀǘŜ ŀƴŘ 
transcript, and abbreviation used for the degree.) 
 
Masters of Technology: M.Tech 

 
 

III.3. Name, designation, telephone number, and email address of the Programme 
coordinator for the NBA: 

 
                        Dr. MHM Krishna Prasad, Professor, Department of CSE,  

J.N.T. University College of Engineering (Autonomous),  
J.N.T. University Kakinada East Godavari dist, Andhra Pradesh-533003. 
Mobile: +91-9989337589 
Email.: krishnaprasad.mhm@gmail.com 

 
 

III.4. History of the programme along with the NBA accreditation, if any: 
 
 
 

Programme 
 

Description 
 
 

PG in. M.Tech IT 

 

Started with 25 seats in 2011 

First time applying for NBA  

 
 

III.5.Deficiencies, weaknesses/concerns from previous accreditations: 

   

This is the first accreditation application for PG programme 
 

III.6.Totalnumber of students in the programme:  50(I Year: 25+ II Year 25) 
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III.7.Minimum and maximum number of staff for the current and three previous academic years 

(1st July to 30th June) in the programme: 

 
 

 

 

 

 

 

 

 

 

 

II.8.Summaryof budget for the CFY and the actual expenditure incurred in the 

CFYm1, CFYm2 and CFY3 (exclusively for this programme in the department): 
*Budget expenditure is shared for UG and PG courses of the department 

 
Programme Specific Budget Allocation and Utilization for IT  

I.T. Course Budget Allocation and Utilization 
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Lab Equipment 180000 177265 450000 436368 90000 87780 75000 84982 

Lab Equipment (with 
TEQIP-II) 

75000 78750 21000 21256 165000 171479 1800000 1828577 

Software (with TEQIP-
II) 

210000 210000  --- ---  67500 72978 900000 907163 

Lab consumable  --- ---  45000 41304 60000 62745 60000 57630 

Maintenance and 
spares 

 --- --- --- --- --- --- --- --- 

Training & Travel (with 
TEQIP-II) 

330000 338317 240000 246649 270000 282117 255000 258703 

Misc.expenses for 
academic activities 

 --- --- --- --- --- --- 18000 18000 

Total 795000 804332 756000 745577 652500 677099 3108000 3155055 

 

 
Items 

CAY CAY m1 CAY m2 CAY m3 

Min. Max. Min. Max. Min. Max. Min. Max. 

Teaching 
staff with the 
program 

3 6 3 6 3 6 3 6 

Non-teaching 
staff 

2 2 2 2 2 2 2 2 
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PART B 

1.Vision, Mission and Programme Educational Objectives (75) 
 
1.1.Vision and Mission (5) 
 
1.1.1. State the Vision and Mission of the institute and department(1) 

(List and articulate the vision and mission statements of the institute and department) 
 

INSTITUTE 
 

Jawaharlal Nehru Technological University Kakinada is formed in the year 2008.  JNTU College of 

Engineering Kakinada is one of the constituent colleges of this University playing a significant role 

since 1946 in imparting technological education in the state of Andhra Pradesh. It was a constituent 

college of Jawaharlal Nehru Technological University, Hyderabad and recently this Institute has been 

upgraded as Jawaharlal Nehru Technological University Kakinada. The college won appreciation for 

judicious effective utilization of TEQIP-I funds and has been under TEQIP-II. 

VISION 

To be a premier institute of excellence developing highly talented holistic human capital that 

contributes to the nation through leadership in technology and innovation through engineering 

education.  

MISSION 

 

M1 To impart Personnel Skills and Ethical Values for Sustainable Development of the Nation 

M2 To create Research & Industry oriented centers of excellence in all engineering disciplines 

M3    To be a renowned IPR generator and repository for innovative technologies 

M4 To develop Research and Industry oriented technical talent 

M5 To benchmark globally the academic & research output 
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DEPARTMENT 
  
 The Department of Computer Science & Engineering at University College of Engineering 

Kakinada is formally established in 1989.It has NBA accreditation and TEQIP ς II grant for promoting 

research. The labs are equipped with state of art technology. The faculty is specialized in the areas of 

Data Mining, Image Processing, Information Security and Computer Networks. The department aims at 

promoting industry oriented research. It has MoU with TCS Ltd, Chicago State University and Loment 

Technologies Ltd., USA for joint research collaboration. Department of CSE has NBA accreditation for 

UG for 3 years (2016-2019) and M.Tech CSE for 3 years (2017-2020). 

 

VISION 

Department of Computer Science and Engineering strives rigorously to create intellectual academic 

environment with global standards that fosters the search for new knowledge in a highly dynamic 

compute-centric society through applied research.  

MISSION 

 

M1 
To provide quality education in both theoretical and applied foundations of computer   science and 
train the students to solve the real world problems effectively thus enhancing their potential for 
high quality careers. 

M2 
To facilitate the students and faculty to inculcate the research culture to advance the state-of-the 
art of computer science and integrate research innovations in multi-disciplinary fields. 

M3   
To equip students and faculty with excellent teaching-learning capabilities through advanced 
learning tools and technologies. 

M4 
To produce students with critical thinking and lifelong learning capabilities for applying their 
knowledge to uplift the living standards of the society. 

M5 
To produce students with enriched skill set, professional behavior, strong ethical values and 
leadership capabilities so as to work with commitment for the progress of the nation 

 

 
1.1.2 Indicate how and where the Vision and Mission are published and disseminated (2)  
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(Describe in which media (e.g. websites, curricula, books, etc.) the vision and mission are published 

and how these are disseminated among stakeholders) 

 
Vision and Mission are published by displaying  

 
ü In the department portal of College web sitewww.jntucek.ac.in 

ü Curriculum and syllabus books 

ü On the notice board of the department. 

ü Display boards in the corridors in the Department. 

 
1.1.3. Mention the process for defining Vision and Mission of the department (2) 
 
(Articulate the process involved in defining the vision and mission of the department from the vision 

and mission of the institute.) 

Step1: Departmental Academic Committee articulates vision and mission in tune with vision 
and mission of the institution. 
Step2: The increased role of Computer Science and engineering in addressing the societal, 
industrial and research needs is embedded in the articulation of vision and mission of 
department 
Step3: The articulated vision and mission statements in step1 and 2 are reviewed and refined 
by Department Advisory Committee. 
Step4: Conformity and constituency in vision and mission of the department are examined 
through step1 and step3 

 

1.2.Programm e Educational  Object ives (10) 
 

1.2.1. Describe the Programme Educational Objectives (PEOs)(1) 

(List and articulate the programme educational objectives of the programme under accreditation) 
 
t9hΩǎΥ 

 After completion of PG course students will become 

Programme Educational Objectives 

PEO 1.  To produce IT professionals with in depth knowledge in software design  , 
programming and analytical skills to cater the challenging industrial and 
societal needs in an effective manner with ethics and human values. 

PEO 2.  To produce Sustained learner to bring out creative and innovative ideas by 
addressing the research issues/ to serve as faculty for IT education. 

PEO 3.   To produce entrepreneurs in IT with good interpersonal and managerial skills 
to survive in multidisciplinary fields. 

 
1.2.2. State how and where the PEOs are published and disseminated (1) 

(Describe in which media (e.g. websites, curricula, books, etc.) The PEOs are published and how 
these are disseminated to stakeholders) 
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PEOs are published by displaying  

ü In the department portal of College web site www.jntucek.ac.in 

ü Curriculum books 

ü Display boards in the department office, library and laboratories. 

ü Display boards in the corridors in the Department. 

 
1.2.3. List the stakeholders of the programme (1) 

(List stakeholders of the programme under consideration for accreditation and articulate  their relevance) 

 

Stakeholder Relevance 

Students Primary beneficiary of the programme. 

Faculty 

A key stakeholder in conducting the programme 
through mentoring the students, revising the 
curriculum and evaluating students. 

Alumni 
Bridge the gap between institution and industry to 
promote the industry - institution symbiosis. 

Parents 
Expectations of parents helpthe department to design 
the programme / realign the approaches to provide 
better education and employability 

Educational and 
research Institutions 

Post Graduates can serve as faculty or researchers 
with required teaching-learning and research abilities. 

Industry as Employer 

¶ Post Graduates can serve as an employee with 
required skill set. 

¶ Employer satisfaction with students education 
provides the measure of programme success 

Experts from premier  
Institutions/Universities 

To improve quality of the programme 

 
 
1.2.4. State the process for establishing the PEOs(3) 

(Describe the process that periodically documents and demonstrates that the PEOs are based on the needs of 

the programme various stakeholders.) 
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S.No. Process Frequency 

of 

interaction/

Year 

Recommendations/Considerations 

1 Alumni Interaction 1 To share Real time experience of their 

employment  

2 Industry  

Interaction with 

department 

1 To get the  knowledge of industrial 

needs  

To adopt upcoming technologies 

3 Interaction with 

parents 

1 To know the aspirations and 

expectations. 

 

4 Feedback by 

students ïsubject 

wise 

2 

(1/Semester) 

To assess the quality of teaching 

methodologies and capabilities of 

teacher  

5 Exit Feedback 

from outgoing 

students 

1 To assess the programme educational 

objectives 

To improve the student needs in both 

co-curricular/ extracurricular 

activities 

6 Board of Studies 

meetings 

Once in two 

years 

Based on stakeholders feedback to 

redesign curriculum by programme 

experts 
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1.2.5. Establish consistency of the PEOs with the Mission of the insti tute (4) 

(Describe how the Programme Educational Objectives are consistent with the Mission of the 
department.) 

 

The picture shows the consistency and qualitative relevance (High, Medium, and Low) of 
PEOs with mission of institute and mission of the department 

Key components From Department Mission PEO 1 PEO 2 PEO 3 
M1. To provide quality education in both theoretical and applied 
foundations of computer   science and train the students to solve the real 
world problems effectively thus enhancing their potential for high quality 
careers. 
M2. To facilitate the students and faculty to inculcate the research culture 
to advance the state-of-the art of computer science and integrate research 
innovations in multi-disciplinary fields. 
M3. To equip students and faculty with excellent teaching-learning 
capabilities through advanced learning tools and technologies. 
M4. To produce students with critical thinking and lifelong learning 
capabilities for applying their knowledge to uplift the living standards of the 
society. 
M5. To produce students with enriched skill set, professional behavior, 
strong ethical values and leadership capabilities so as to work with 
commitment for the progress of the nation 

To produce IT 

professionals with in 

depth knowledge in 

software design, 

programming and 
analytical skills to cater 

the challenging industrial 
and societal needs in an 

effective manner with 

ethics and human values. 

To produce 
Sustained learner 
to bring out 
creative and 
innovative ideas by 
addressing the 
research issues/ to 
serve as faculty for 
IT education 

To produce 
entrepreneurs in 
IT with good 
interpersonal 
and managerial 
skills to survive 
in 
multidisciplinary 
fields. 

Quality education High 
Medium 

Medium 

Research Medium High Low 

Teaching-Learning Medium High Medium 

Sustained Learning High 
High 

Medium 

Social Responsibility with ethics High 
Medium 

High 

 

 
1.3. Achievement of Programme Educational Objectives (20) 

 
 

1.3.1. Justify the academic factors involved in achievement of the PEOs (10) 

(Describe the broad curricular components that contribute towards the achievement of the 
Programme Educational Objectives.) 

 
ü Attainment of PEOs through curricular components as shown in the picture. 

 
¶ Innovative Curriculum Revision to meet gap between old & revised PEOs and to meet 

industrial challenges 

¶ Inclusion of Core subjects to gain the Knowledge of the Programme 

¶ Inclusion of Elective subjects to equip knowledge of recent technologies and research 

perspectives. 

¶ Inclusion of project work to make the students to address the real world problems in 

core and specific domain with cutting edge technologies. 
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¶ Inclusion of seminar to enhance self learning and presentation skills. 

ü Attainment of PEOs through other academic factor: 
 

1. From Surveys of stakeholders : By conducting periodical  surveys of Alumni, Industry, 
Students, faculty,   

2. Preparation of course file by concerned faculty and provision to students at the time 
of admission  

3. Follow the lesson plan and course schedule by the faculty.  
4. Regular updates of Attendance registers indicating the topic taught and the reason 

for the class is not being conducted  
5.  Log files  
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1.3.2. Explain how the administrative system helps in ensuring the achievement of the PEOs (10) 

(Describe the committees and their functions, working process and related regulations.) 

¶ Encourage and provide financial support to faculty and students to attend and conduct 
International/National workshops or seminars or conferences etc. 

¶ Encourage and provide financial support to faculty and students to publish/present 
papers in technical, peer refereed National and International journals and 
conferences/seminars. 

Academic factors- Curricular Components for the Achievement of PEO 

Course 
Code 

Course Title PEO1 PEO2 PEO3 Contribution 

Theory High High High  

MIT1.1  ADVANCED DATA 
STRUCTURES  

V V  ¶ For fundamental and 
advanced knowledge to 
address the challenging 
problems in Industry and 
Society 
 

¶ To promote research in multi 
disciplinary fields  

MIT1.2  ADVANCED GRAPH THEORY  V V  

MIT1.3  PARALLEL ALGORITHMS  V V V 

MIT1.4  DATA MINING AND 
KNOWLEDGE DISCOVERY  

V V V 

MIT1.5  ADVANCED COMPUTER 
NETWORKS  

V V V 

MIT1.6  DISTRIBUTED PROGRAMMING 
APPLICATIONS THROUGH 
JAVA  

V V V 

MIT2.1  ADVANCED UNIX 
PROGRAMMING  

V V  

MIT2.2  INFORMATION SECURITY  V V V 

MIT2.3  SOFT COMPUTING  V V V 

Electives High High Moderate  

Elective 1  
MIT2.4  

ADHOC & SENSOR NETWORKS  V V V ¶ For research interests and to 
enhance the knowledge in 
specific domain  

¶ To promote research in multi 
disciplinary fields 

¶ To address challenging 
problems related to industry 
and society 

SEMANTIC WEBSERVICES  V V V 

UML AND DESIGN PATTERNS  V   

Elective 2  

 
MIT2.5  

MACHINE LEARNING  

 

V V V 

INFORMATION RETRIEVAL 
SYSTEM 

 

V V V 

ANIMATION & GAMING  V V V 

Elective 3  

 
MIT 2.6  

CLOUD COMPUTING  

 

 V V 

IMAGE PROCESSING & 
PATTERN RECOGNITION  
 

V V  

INFORMATION STORAGE 
MANAGEMNT  

 V V 

Practical High High Moderate  

MIT1.7  IT LAB I  V V V ¶ For Sound Applied 
foundations rendering 
solutions with the usage  of 
modern tools and technology  

 

MIT 2.7  

IT LAB 2  

V V V 

Project Work  High High High ¶ To address real world 
problems with expertise in 
the state-of-art of Computer 
science and Information 
Technology 

¶ To enhance interpersonal 
skills with human and ethical 
values 

Seminar  Moderate High Moderate ¶ To impart professional and 
presentation skills 
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¶ Encourage and provide financial support to faculty and students by conducting National 
and International technical meets. 

¶ Depute faculty to technical teacher training programs. 

¶ Support faculty for industrial visits on deputation for acquiring field knowledge and real 
time experience. 

¶ To provide financial support for inviting external experts to deliver guest lecturers to 
students. 

¶ PG students and faculty have been benefited through TEQIP II for attending workshops, 
short term courses and conferences. 

¶ PG students admitted through PGCET are given scholarship under TEQIP-II 

¶ JNTUK Library has subscribed to various International Journals.  

¶ Faculty and Students can access online journals with institute user name and password. 
 
 

The following administrative setup is put in place to ensure the attainment of PEOs  
Á Program Coordinator  

 

Á Course Coordinator  

 

Á Department Advisory Committee  

 
Program Coordinator   

 Interacts and maintains liaison with key stake holders, students, faculty, Department 
Head and employer.   

 Monitor and reviews the activities of each year in program independently with course 
coordinators   

 Schedules program work plan in accordance with specifications of program objectives 
and outcomes  

 Oversees daily operations and coordinates activities of program with interrelated 
activities of other programs, departments or staff to ensure optimum efficiency and 
compliance with appropriate policies, procedures and specifications given by HOD.   

 Conducts and interprets various surveys required to assess POs and PEOs  
 
Course Coordinator  

 Coordinates and supervise the faculty teaching the particular course in the module  
 Responsible for assessment of the course objectives and outcomes   
 Recommend and facilitate workshops, faculty development programs, meetings or 

conferences to meet the course outcomes   
 Analyzes results of particular course and recommends the Program coordinator and/or 

Head of the Department to take appropriate action   
 Liaise with students, faculty, program coordinator and Head of the Department to 

determine priorities and policies  
 

Department Advisory Committee (DAC)  
 DAC consists of head of the department, program coordinators, and the representatives 

of key stake holders   
 DAC chaired by head of the department, receives the report of the Program Assessment 

Committee and monitors the progress of the program   
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 DAC on current and future issues related to programs  
 Develops and recommends new or revised program goals and objectives  
 DAC meets at least once in a year to review the programs  

 

1.4. Assessment of the achievement of the Programme Educational Objectives (35) 
 

1.4.1. Indicate tools and processes used in assessment of the achievement of the PEOs (5) 

Describe the assessment process that periodically documents and demonstrates the degree to which 
the Programme Educational Objectives are attained. Also include information on: 
a)  Listing and description of the assessment processes used to gather the data upon which the 
evaluation of each programme educational objective is based. 
Examples of data collection processes may include, but are not limited to, employer surveys, graduate 
surveys, focus groups, industrial advisory committee meetings, or other processes that are relevant and 
appropriate to the programme. 
b) The frequency with which these assessment processes are carried out. 
 
 

The process that is adopted to assess the achievement of the PEOs 
Tool                        Process  Frequency/Year PEOs 

Examinations 
( Internal & 
External) 

To evaluate the performance of 
students regularly. 
¢ƻ ŀǎǎŜǎǎ ǎǘǳŘŜƴǘΩǎ ŦǳƴŘŀƳŜƴǘŀƭ 
knowledge and problem solving 
skills. 

4( 2/sem) 

PEO1 
PEO2 

Alumni/ 
Employer  
Surveys 

To assess the expertise of students 
in accordance with industrial needs. 
To assess mapping levels of the 
program outcomes with industrial 
and societal needs 

1 
PEO1 
PEO2 
PEO3 

Assignments, 
Quizzes and 
Seminars 

To assess the creativeness and 
innovativeness of the students in 
tune with research perspectives. 
To assess the levels of teachingς
learning capabilities. 

6 (3/sem) 

PEO1 
PEO2 

Presentations 
and  Projects 

To assess the leadership qualities 
and self learning capabilities. 

Project: 1 
Reviews: 2 
 

PEO2 
PEO3 

 

1.4.2. Provide the evidence for the achievement of the PEOs (30) 

a) The expected level of attainment for each of the programme educational objectives; 

b) Summaries of the results of the evaluation processes and an analysis illustrating the extent to which 
each of the programme educational objectives is being attained and; 
c) How the results are documented and maintained. 
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For evidence towards direct Attainment: 

¶ Course Results 

¶ Mapping of POs and PEOs 

¶ Attainment values of PEOs 
 

For evidence towards Indirect Attainment: 

Evaluation Process for achievement 
of PEO's 

Expected Level of Attainment 
Summary of results of the 
evaluation process 

How the results are 
documented and maintained 

PEO1 PEO2 PEO3 

Conducting Class work High Moderate Low 
All courses have been 
conducted in all semesters 

Record of time tables in each 
semester with the allotted 
faculty is available 

Attendance Records of students High Moderate Low 
Every class is recorded with 
the attendance by the 
concern faculty 

Attendance records are 
available with the academic 
section 

Lesson Plans, Course files High Moderate Moderate 
Every Courses are delivered 
as per the lesson plan  

Lesson plans are recorded in 
Attendance Records 

Conducting Internal Examinations 
(Two per Semester for each course) 

High Moderate Low 

Academic calendar has been 
designed with class work,  
Internal and External 
Examinations 

Record of Internal examination 
answer scripts and marks are 
maintained with the academic 
section  

Conducting external examinations 
at the end of the semester  

High Moderate Moderate 
Question papers are 
prepared with the specified 
syllabus  

Copies of end semester question 
papers and answer scripts are 
available with the examination 
section 

Conducting laboratories  High High Moderate 

Experiments are conducted 
as per the syllabus given and 
Lab records are updated 
weekly 

Lab Attendance records are 
available with the academic 
section 

Conduct internal and external 
laboratory exams in each semester 

High High Moderate 
Internal and external exams 
are conducted 

Records of internal and external 
laboratory results of each 
student along with their 
registration number are 
available with the academic 
section 

Conducting Project Reviews three 
times in the duration of Project by 
Project Review Committee. 

High High Moderate 

Review meetings are 
conducted. Attendance of the 
students is recorded in the 
record 

Record of attendance and status 
of the project is  available in the 
department 

Conducting Seminars two times 
during III Semester 

Moderate Moderate High 

Seminars are conducted by 
Project Review Committee. 
Attendance of the students is 
recorded in the record 

Report is available in the 
department 

To nominate some experts from the 
industry to Board of Studies to tailor 
the curricula and the syllabi to suit 
the needs of the industry. Likewise 
to invite eminent social activists to 
elicit their views on the societal 
needs relevant to the current state-
of-art of Information Technology 

Moderate Moderate High 
Board of Studies meetings 
are conducted before the 
start of academic year. 

Record of BOS meetings is 
available with the academic 
section 
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¶ Placement Record 

¶ Higher Studies Record 

¶ Survey Record of Alumni and Industry 

¶ Student Feed back 
The expected level of attainment for each of the programme educational objectives and Evidence 
 

Type of 
Assessment 

Expected level of attainment of PEOs  
(rubrics are 1 = Poor , 2 = Average , and 3 = Good ) 

Evidence  LYG (2014-
16) 

 

PEO1 PEO2 PEO3 

Direct 

Examination Results 
(in percentage) 

92 3 2 2 

Project Reviews& 
Evaluations 

(In percentage) 

92 2 3 3 

Indirect 

Placements in 
Industry 

(number of students) 

11 3 2 2 

Placements in 
Academia 

(number of students) 

10 3 3 2 

Higher Studies Record 
(number of students) 

04 2 2 2 

Survey Record of 
Alumni 

(1- Poor, 2-Average, 3- 
Good, 4 ς Very Good,  

5- Excellent) 

04 
 

3 2 2 

Survey Record of 
Industry/Academia 

(1- Poor, 2-Average, 3- 
Good, 4 ς Very Good,  

5- Excellent) 

03 2 3 2 

Graduate Survey 
(1- Poor, 2-Average, 3- 
Good, 4 ς Very Good,  

5- Excellent) 

04 3 3 2 

 

Analysis & Summaries of Evaluation Process & Evidence and documented in academic cell of 
University College of engineering 
 
Academic Year No of Students Examination 

Results(pass %) 
Placements in 

Industry/  Academia 
Registered for Higher 

Education 
Project Reviews& 
Evaluations(% of Students 
recommended for 
submission) 

LYG(2015-17) 24 91.3 2+placements are 
ongoing 

-- 84 

LYGm1 
(2014-16) 

25 92 21 01 92 

LYGm2 
(2013-15) 

26 96.15 20 01 60 

LYGm3 
(2012-14) 

25+2** 
 

92.59 18 01 89 

 

** Foreign Students  
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1.5. Indicate how the PEOs have been Redefined in the past (5) 

 

(Articulate with rationale how the results of the evaluation of the PEOs have been used to 
review/redefine the PEOs) 

  
 The PEOs are redefined based on the evaluation of attainment of each PEO 
  
 

¶ Step1 :  Departmental Advisory Committee refines PEOs keeping in view the assessment & 
evaluation of PEOs and also the inputs of stakeholders(feedback from the alumni, employer, 
invited distinguished faculty, Industry, academia and market needs ) 

¶ Step2: They are also further refined in alignment with current state- of-the art and research 
trends and exit feedback. 

¶ Step3: The PEOs are reviewed using SWOT analysis. 

¶ Step4: Conformity and consistency in PEOs of the department are examined through step1 
and step3.     

 

 

 

 

 



29 
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2. Programme Outcomes (250) 
 

2.1. Definition and Validation of Course Outcomes and Programme Outcomes (20) 
 
 
2.1.1. List the Course Outcomes (COs) and Programme Outcomes (POs)(1) 

(List the course outcomes of the courses in programme curriculum and programme outcomes of the 

programme under accreditation) 

Course Outcomes 

R13 Course Structure 

Course 
Code 

Course Title(Course Category) L P C 

MIT1.1 ADVANCED DATA STRUCTURES 4 0 3 

MIT1.2 ADVANCED GRAPH THEORY 4 0 3 

MIT1.3 PARALLEL ALGORITHMS 4 0 3 

MIT1.4 DATA MINING AND KNOWLEDGE DISCOVERY 4 0 3 

MIT1.5 ADVANCED COMPUTER NETWORKS 4 0 3 

MIT1.6 DISTRIBUTED PROGRAMMING APPLICATIONS THROUGH JAVA 4 0 3 

MIT1.7 IT LAB I  0 3 2 

 
Course 

Code 

Course Title(Course Category) L P C 

MIT2.1 ADVANCED UNIX PROGRAMMING 4 0 3 

MIT2.2 INFORMATION SECURITY 4 0 3 

MIT2.3 SOFT COMPUTING 4 0 3 

MIT2.4 Elective 1 

ADHOC & SENSOR NETWORKS 

SEMANTIC WEBSERVICES 

UML AND DESIGN PATTERNS 

4 0 3 

MIT2.5 Elective 2 

MACHINE LEARNING 

INFORMATION RETRIEVAL SYSTEM 

ANIMATION & GAMING  

4 0 3 

MIT2.6 Elective 3 

CLOUD COMPUTING 

IMAGE PROCESSING & PATTERN RECOGNITION 

INFORMATION STORAGE MANAGEMNT 

4 0 3 

MIT2.7 IT LAB 2 0 3 2 

 
III SEMESTER  

S.NO. SUBJECT L P C 

1 SEMINAR-I 0 0 2 

2 PROJECT WORK PART - I 0 0 18 

  

 



31 
 

 

 

 

Subject Code Subject Name Credits Core/Elective Internal  marks External marks 

MIT1.2 ADVANCED GRAPH 

THEORY  

3 C 40 60 

¶ Course Outcomes (COs): 

1. Understand basic concepts in graph theory: coloring, planar graphs. 

2. Write precise and accurate mathematical definitions of objects in graph theory 

3. Describe and solve some real time problems using concepts of graph theory (e.g., scheduling problems). 

4. Use some classical graph algorithms in order to find sub graphs with desirable properties 

5. Find maximal flows in networks and give an account of how this method is connected with results of 

Menger, Konig and Hall as well as solving certain problems by formulating them in terms of network flows 

6. Compute  and deduce properties of chromatic numbers and polynomials and identify certain problems as 

graph colorings problems 

7. .Apply results of Euler, Kuratowski-Wagner and Appel-Haken to deduce properties of (non)planar 

graphs 

  

 

 

 

Subject Code Subject Name Credits Core/Elective Internal  marks External marks 

MIT1.3 PARALLEL ALGORITHMS 3 C 40 60 

¶ Course Outcomes (COs): 

1. Understand fundamental concepts of parallelism- pipeline, Amdahl's law. 

2. Know the physical limits of linear approach and solving problems in parallel. 

3. How to design & analyze parallel algorithms and implement them with parallel processors. 

4. Understand various approaches in parallel sorting and Searching. 

5. Gain knowledge on various parallel processor architectures and know how to embed one architecture into 

another. 

 

Subject Code 

Subject Name Credits Core/Elective Internal  marks External marks 

MIT 1.1 ADVANCED DATA 

STRUCTURES AND 

ALGORITHM 

3 C 40 60 

¶ Course Outcomes (COs): 

1. Ability to write and analyze algorithms for algorithm correctness and efficiency  

2. Master a variety of advanced abstract data type (ADT) and data structures and their implementations 

3. Master various searching, sorting and hash techniques and be able to apply and solve problems of real life 

4. Design and implement variety of data structures including linked lists, binary trees, heaps, graphs and      search 

trees 

5. Ability to compare various search trees and find solutions for IT related problems 

IV SEMESTER 

S.NO. SUBJECT L P C 

1 SEMINAR-II  0 0 2 

2 PROJECT WORK PART - II  0 0 18 

TOTAL 20 
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Subject Code Subject Name Credits Core/Elective Internal  

marks 

External marks 

MIT1.4 DATA MINING AND 

KNOWLEDGE DISCOVERY 

3 C 40 60 

¶ Course Outcomes (COs): 

1. An ability to understand the basics of types of data, quality of data, suitable measures required to perform data 

analysis. (UNIT-I) 

2. To understand various classification techniques to perform classification, model building and evaluation (UNIT-

II)  

3. Identify the usage of association rule mining techniques on categorical and continuous data (UNIT III) 

4. Identify suitable clustering algorithm (apply with open source tools), interpret, evaluate and report the 

result(UNIT IV) 

5. To understand the need of web mining (UNI-V) 

6. Design and implement a data-mining application using synthetic, realistic data sets using open source tools viz., 

Weka 

 

Subject Code Subject Name Credits Core/Elective Internal  marks External marks 

MIT1.5 ADVANCED COMPUTER 

NETWORKS 

3 C 40 60 

¶ Course Outcomes (COs): 

Upon the successful completion of the course, students will be able to: 

1.The Students will get good knowledge of Network layer functions and routing algorithms  

2. The students will know different IP addressing techniques used in internet 

3. The students will gains good knowledge about transport layer functions and protocols for data delivery in the  

internet 

4. The students will gains good knowledge about architecture of DNS, email, www and multimedia 

5.The students will get good knowledge about design of Manets and Wireless Sensor networks and their  

applications in reality 

 

 

 

 

Subject Code Subject Name Credits Core/Elective Internal  

marks 

External 

marks 

MIT1.6 DISTRIBUTED 

PROGRAMMING 

APPLICATIONS THROUGH 

JAVA 

3 C 40 60 

¶ Course Outcomes (COs): 

The theory should be taught and practical should be carried out in such a manner that students are able to 

acquire different learning out comes in cognitive, psychomotor and affective domain to demonstrate following 

course outcomes. 

1. Build simple distributed applications using Javaôs networking capabilities 

2. Build concurrent distributed applications using multiple threads 

3. Build distributed applications with security enhancements using Javaôs security and cryptographic 

extensions. 



33 
 

4. Develop Java Applet Programming using various techniques 

5. Develop applications using Abstract Window Toolkit 

6. Update and retrieve the data from the databases using JDBC-ODBC.  

7. Develop server side programs using servlets.  

8. Develop Java Server Pages applications using JSP Tags 

 
 

SNO 

 

Subject Name Credits Core/Elective Internal  marks External marks 

 MIT1.7 IT LAB -1       2 C       40      60 

¶ Course Outcomes (COs): 

1. Identify classes, objects, members of a class and relationships among them needed for a specific problem. 

2. Analyze algorithms performance using A priori analysis and asymptotic notations. 

3. Analyze and apply to solve the complex problems using advanced data structures (like arrays, stacks, 

queues, linked lists, graphs and trees. 

4.  Ability to solve the real life problem using different algorithm design techniques 

5. Using different data mining tools. 

 

Subject Code Subject Name Credits  Core/Elective Internal  

marks 

External marks 

MIT2.1 ADVANCED UNIX 

PROGRAMMING 

3 C 40 60 

¶ Course Outcomes (COs): 

After learning the course, the student will be able to 

1. Students will understand  the basic set of commands and utilities in Linux/UNIX systems 

2. Students will get good knowledge in Linux/UNIX library functions and system calls. 

3. Student will gain some knowledge in UNIX administration.  

4. Obtain a foundation for an advanced course in operating systems. 

5. Understands various socket system calls that are used in network programming. 

6. Student is able to develop one to one chat applications using various IPC system calls. 

 

Subject Code Subject Name Credits Core/Elective Internal  marks External marks 

MIT 2.2 Information Security 3 C 40 60 

¶ Course Outcomes (COs):  

Upon the successful completion of the course, students will be able to: 

1. The learner will get good awareness regarding different security threats and countermeasures. 

2. The students will know the basic principles of symmetric and asymmetric key cryptography 

3. The students will gains good knowledge design and applications of hash algorithms and digital signatures. 

4. The students will gains good knowledge at application layer security such as IP security, Web Security, email 

Security and Firewalls. 
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Subject Code Subject Name Credits Core/Elective Internal  

marks 

External marks 

MIT2.3 SOFT 

COMPUTING 

 

3 C 40 60 

¶ Course Outcomes (COs): 

1. Able to apply fuzzy logic and reasoning to handle uncertainty in engineering problems. 

2. Make use of genetic algorithms to combinatorial optimization problems  

3. Apply artificial intelligence techniques, including search heuristics, knowledge representation, planning 

and reasoning. 

4. Learn and apply the principles of self adopting and self organizing neuro fuzzy inference systems. 

5. Evaluate and compare solutions by various soft computing approaches for a given problem 

6. Evaluate and compare solutions by various soft computing approaches for a given problem. 

 

Subject Code Subject Name Credits Core/Elective Internal  marks External marks 

MIT2.4 ADHOC AND SENSOR 

NETWORKS 

3 E 40 60 

¶ Course Outcomes (COs): 

Upon completion of the course the student will be able to 

1. Describe the principles and characteristics of mobile ad hoc networks (MANETs) and what distinguishes them 

from infrastructure-based networks. 

2.  Describe the principles and characteristics of wireless sensor networks  

3.  Discuss the challenges in designing MAC, routing and transport protocols for wireless ad-hoc sensor networks. 

4. Comprehend the various sensor network Platforms, tools and applications. 

5. Describe the issues and challenges in security provisioning and also familiar with the mechanisms for  

implementing security and trust mechanisms in MANETs and WSNs. 

 

Subject Code Subject Name Credits Core/Elective Internal  

marks 

External marks 

MIT2.4 SEMANTIC 

WEBSERVICES 

3 E 40 60 

Course Outcomes (COs): 

1. Understand the concept structure of the semantic web technology 

2. How this technology revolutionizes the World Wide Web and its uses. 

3. Understand the concepts of metadata, semantics of knowledge and resource, ontology, and their 

descriptions in XML-based syntax and web ontology language (OWL). 

4. Describe logic semantics and inference with OWL 

5. Use ontology engineering approaches in semantic applications, program semantic applications with Java 

API. 

 

 

Subject Code Subject Name Credits Core/Elective Internal  

marks 

External 

marks 

MIT2.4 UML AND DESIGN 

PATTERNS 

3 E 40 60 
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¶ Course Outcomes (COs):  

1. Design the Structural aspects of the System. 

2. Design the Behavioral aspects of the System. 

3. Understand and be able to apply incremental/iterative development 

4. Understand common design patterns  

5. Be able to identify appropriate patterns for design problems 

6. Be able to evaluate the quality software source code 

7. Be able to refractor badly designed program properly using patterns 

 

Subject Code Subject Name Credits Core/Elective Internal  

marks 

External marks 

MIT 2.5 Machine Learning 3 E 40 60 

¶ Course Outcomes (COs):  

By the end of course the student will be able  

1. Familiarity with a set of well-known supervised, unsupervised and semi-supervised learning 

    Algorithms. 

2. The ability to implement some basic machine learning algorithms  

3. Understanding of how machine learning algorithms are evaluated  

4. The ability to comprehend a Machine Learning conference paper (NIPS, ICML) 

     5. Design own machine learning algorithms 
 

 

Subject Code Subject Name Credits Core/Elective Internal  marks External marks 

MIT2.5 INFORMATION 

RETRIEVAL SYSTEMS 

3 E 40 60 

¶ Course Outcomes (COs): 

1. Understanding the basics of Information retrieval such as precision and recall 

2. Understanding the data structures like Inverted Indices, signature files used in Information retrieval systems 

3. Understanding the basics of web search 

4. Understanding the different techniques for compression of an index including the dictionary and its posting 

list 

5. Understanding the different components of an Information retrieval system 

6. Developing the ability of develop a complete IR system from scratch 

7. Understand and implement with various types of string matching algorithms  

 

 

Subject Code Subject Name Credits Core/Elective Internal  marks External marks 

MIT  2.5 ANIMATION & GAMING  3 E 40 60 

¶ Course Outcomes (COs): 

1. Learn all aspects of game development from visual storytelling 

2. Learn modeling of game development. 

3. Learn texturing, lighting, rigging & animation of game development 
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4. Learn audio, user interface & game level design.  

5. Basic understanding for the creation of 2D animation through the use of traditional techniques and stop-action 

animation. Students create 2D objects and move them in time and space, then render them to video. Topics 

include all twelve principles of animation. 

 

Subject Code Subject Name Credits Core/Elective Internal  marks External marks 

MIT2.6 CLOUD COMPUTING 3 E 40 60 

¶ Course Outcomes (COs): 

1. To explain the core concepts of the cloud computing paradigm: how and why this paradigm shift 

came about, the characteristics, advantages and challenges brought about by the various models and 

services in cloud computing.  

2. To apply the fundamental concepts in datacenters to understand the tradeoffs in power, efficiency 

and cost by Load balancing approach.  

3. To discuss system virtualization and outline its role in enabling the cloud computing system model. 

4. To illustrate the fundamental concepts of cloud storage and demonstrate their use in storage 

systems such as Amazon S3.  

5. Understanding the hardware necessary for cloud computing 

 
Subject Code Subject Name Credits Core/Elective Internal  marks External marks 

 MIT2.6 IMAGE PROCESSING & 

PATTERN RECOGNITION 

 

3 E      40       60 

¶ Course Outcomes (COs): 

1. The student will get sound knowledge about pattern recognition. 

2. The student can apply unsupervised  learning techniques for pattern recognition 

3. The student can apply supervised and supervised learning techniques for pattern recognition 

4. One can get a clear sound knowledge about representation of digital image in memory and various operations 

to get a clear enhanced image 

5. The student will become expertise in applying mathematical concepts and techniques in image processing 

 

 

 

Subject Code Subject Name Credits Core/Elective Internal  

marks 

External marks 

MIT 2.6 INFORMATION STORAGE 

MANAGEMENT 

3  E 40 60 

¶ Course Outcomes (COs): 

1. Learn storage system and the different storage system models  

2. Offer essential new material that explores the advances in existing technologies  

3. Emergence of the "Cloud" as well as updates and vital information on new technologies.  

4. Learn to make informed decisions across multiple technologies involving SAN, NAS, CAS, IP-SAN, 

Backup and Recovery 

5. Business Continuity, Security and Virtualization 
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Subject Code Subject Name Credits Core/Elective Internal  marks External marks 

  MIT 2.7   IT LAB 2         2 C       40      60 

¶ Course Outcomes (COs): 

On completion of this course the student should be able to: 

1. Identify and use UNIX/Linux utilities to create and manage simple file processing operations, organize 

directory structures with appropriate security, and develop shell scripts to perform more complex tasks. 

2. Effectively use the UNIX/Linux system to accomplish typical personal, office, technical, and software 

development tasks. 

3. Effectively use software development tools including libraries, preprocessors, compilers, linkers, and make 

files. 

4. Comprehend technical documentation, prepare simple readable user documentation and adhere to style 

guidelines. 

5. Be familiar with the application of the Unified Modeling Language (UML) towards analysis and design. 

6. Master the fundamental principles of OO programming. 

 

 

Programme Outcomes: 

 

PO1: The student shall possess fundamental and advanced knowledge of core discipline such as 

networking and security, programming and computing and other IT applications. 

PO2.  Design and implement web enabled solutions for Information Technology problems with the 

usage of different software design paradigms and patterns. 

PO3. Develop higher order research skills and innovative ideas to solve unknown problems through 

 the  application of appropriate research methodologies, techniques and tools. . 

PO4. Learn and Work in competing open ended environment with modern engineering and IT tools 

PO5. Obtain knowledge in cutting edge technologies to contribute positively towards collaborative 

multidisciplinary scientific research. 

PO6. Acquire leadership skills and project management techniques to manage projects efficiently to 

work in teams. 

PO7. Present their knowledge and ideas in any technical forum through the effective design of 

documents and reports.  

PO8. Engage in lifelong learning with commitment to acquire knowledge of contemporary issues to 

meet the challenges in career. 

PO9. Realize professional and ethical responsibility and act in accordance to social welfare. 

PO10. Adopt Self learning abilities so as to educate or to guide others. 
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2.1.2. State how and where the Pos are published and disseminated (1) 

(Describe in which media (e.g. websites, curricula, books, etc.) the Pos are published and how these 

are disseminated among stakeholders) 
 

POs are published by displaying  

ü In the department portal of Collage web site : www.jntucek.ac.in/cse 

ü Curriculum books 

ü On the flexes in the department. 

ü Display boards in the corridors in the Department. 

 

2.1.3. Indicate processes employed for defining the Pos (3) 

(Describe the process that periodically documents and demonstrates that the Pos are defined in 

alignment with the graduate attributes prescribed by the NBA.) 

ü The Process employed to define the POs: 

 

Step1: Programme Coordination Committee (Department Staff Committee) articulates P.Os keeping  

in view of Graduate Attributes(GAs)and P.E.Os  and disseminated to selected alumni, faculty . 

Step2: Re-articulating by Department Advisory Committee based on feedback given by alumni, 

 faculty. 

Step3: Conformity and constituency in P.Os are examined through step1 and step2 and finalized  

after B.O.S approval and revision. 

 

 

http://www.jntucek.ac.in/cse
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2.1.4. Indicate how the defined Pos are aligned to Graduate Attributes prescribed by the NBA (7) 

(Indicate how the Pos defined for the programme are aligned with the Graduate Attributes of the NBA as 
articulated in accreditation manual.) 

 

POs   Graduate Attributes 

PO1 Scholarship of Knowledge 

PO2 Critical Thinking and Problem Solving 

PO3 Research Skills 

PO4 Usage of Modern Tools 

PO5 Multidisciplinary Work 

PO6 Project Management & Finance 

PO7 Communication 

PO8 Lifelong Learning 

PO9 Ethical practices & Social 

Responsibilities 

PO10 Independent and Reflective learning 

 

2.1.5. Establish the correlation between the Pos and the PEOs (8) 

(Explain how the defined Pos of the programme correlate with the PEOs) 

Program Educational Objectives 

 

 Program Educational Objectives 

PEO 1 

 

To produce IT professionals with in depth knowledge in software design, programming and 

analytical skills to cater the challenging industrial and societal needs in an effective manner with 

ethics and human values 

PEO 2 To produce Sustained learner to bring out creative and innovative ideas by addressing the research 

issues/ to serve as faculty for IT education. 

PEO 3 To produce entrepreneurs in IT with good interpersonal and managerial skills to survive in 

multidisciplinary fields. 

 

Program Outcomes (POs) 

 

PO Program Outcomes 

1 The student shall possess fundamental and advanced knowledge of core discipline such as 

networking and security, programming and computing and other IT applications. 

2 Design and implement web enabled solutions for Information Technology problems with the 

usage of different software design paradigms and patterns. 

3 Develop higher order research skills and innovative ideas to solve unknown problems 

through the application of appropriate research methodologies, techniques and tools.  
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Corre lation between the Pos and the PEOs: 

  

PEO 
PROGRAM OUTCOMES  

PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 

PEO 1 3 3 2 3 3     2 2 2 3 2 

PEO 2 2 2 3 2 3 2 2 3 2 3 

PEO 3 2 - - 2 3 3 3 - - - 

 
 

Degree of correlation:   
      2 ï Moderate 
      3 ï High 

 

2.2. Attainment of Programme Outcomes (75) 

2.2.1. Illustrate how the course outcomes contribute to the Pos (5) 

(Provide the correlation between the course outcomes and the programme outcomes. 

The strength of the correlation may also be indicated) 

 
Course 

Code 

Course Title Program Outcomes 

P

O

1 

PO2 PO

3 

P

O

4 

P

O

5 

PO

6 

PO

7 

P

O

8 

P

O

9 

PO

10 

MIT1.1 ADVANCED DATA 

STRUCTURES  
ã ã ã ã ã ã  ã   

MIT1.2 ADVANCED GRAPH THEORY ã ã ã ã ã  ã ã   

MIT1.3 PARALLEL ALGORITHMS ã ã ã ã ã      

MIT1.4 DATA MINING AND 

KNOWLEDGE DISCOVERY  
ã ã ã ã ã ã     

MIT1.5 ADVANCED COMPUTER 

NETWORKS 
ã ã ã ã ã ã  ã   

4 Learn and Work in competing open ended environment with modern engineering and IT 

tools 

5 Obtain knowledge in cutting edge technologies to contribute positively towards collaborative 

multidisciplinary scientific research. 

6 Acquire leadership skills and project management techniques to manage projects efficiently 

to work in teams. 

7 Present their knowledge and ideas in any technical forum through the effective design of 

documents and reports. 

8 Engage in lifelong learning with commitment to acquire knowledge of contemporary issues 

to meet the challenges in career. 

9 Realize professional and ethical responsibility and act in accordance to social welfare. 

10 Adopt Self learning abilities so as to educate or to guide others 
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MIT1.6 DISTRIBUTED PROGRAMMING 

APPLICATIONS THROUGH 

JAVA 

ã ã ã ã ã ã ã ã   

MIT1.7 IT LAB I  ã ã ã ã ã  ã ã ã ã 

MIT2.1 ADVANCED UNIX 

PROGRAMMING 
ã ã ã ã ã ã ã    

MIT2.2 
INFORMATION SECURITY 

ã ã ã ã ã ã     

MIT2.3 
SOFT COMPUTING 

ã ã ã ã ã ã     

MIT2.4 Elective 1 

 
 

ADHOC & SENSOR NETWORKS 

 
ã ã ã ã ã      

SEMANTIC WEBSERVICES 

 
ã ã ã ã ã  ã ã   

UML AND DESIGN PATTERNS ã ã ã ã ã ã ã ã   

MIT2.5 Elective 2           

Machine Learning ã ã ã ã ã  ã ã   

INFORMATION RETRIEVAL 

SYSTEM 

 

ã ã ã ã ã ã ã ã   

ANIMATION & GAMING  ã ã ã ã ã  ã ã   

MIT2.6 Elective 3 

 
          

 CLOUD COMPUTING 

 
ã ã ã ã ã ã ã ã   

 IMAGE PROCESSING & 

PATTERN RECOGNITION 

 

ã ã ã ã ã  ã ã   

 INFORMATION STORAGE 

MANAGEMNT 
ã ã ã ã ã  ã ã   

MIT2.7 IT Lab-2 ã ã ã ã ã  ã ã ã ã 

 

 

 

2.2.2. Explain how modes of delivery of courses help in attainment of the Pos (5) 

 (Describe the different course delivery methods/modes (e.g. lecture interspersed with discussion, 

asynchronous mode of interaction, group discussion, project etc.) used to deli ver the courses and justif y the 

effectiveness of these methods for the attainment of POs. This may be further justified using the in direct 

assessment methods such as course-end surveys.) 

 

Modes of Delivery of Course: 
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2.2.3. Indicate how assessment tools used to  assess the impact of delivery of course/course content contribute 

towards the attainment of course outcomes/programme outcomes (15) 

(Describe different types of course assessment and evaluation methods (both direct and indirect)in practice 

Modes of Delivery of 

Course 

POs Attained Justification 

Class room Lectures  

PO1, PO2, PO3, PO4, 

PO5, PO6, PO7,  PO9, 

PO10 

¶ To teach students about particular subject. 

¶ To acquire the foundation & applied 

knowledge with core expertise. 

¶ Lectures are used to convey critical 

information, theories. 

¶ To expose the students with contemporary 

issues and the need for life-long learning in the 

appropriate context. 

¶ Efficient way to reach large number of 

students 

Guest lecturers 

/Seminars by subject 

experts (Still and 

Video) 

 

 PO2, PO3, PO4, PO5  
¶ To impart students with applied knowledge 

and critical thinking 

¶ To develop higher order research skills from 

the discussions with experts. 

¶ To learn advanced tools and techniques to 

address multidisciplinary issues 

Experimentation through 

lab sessions 

 

 

PO2, PO3, PO4, PO7,  

PO8, PO9, PO10 

¶ To analyze and solve engineering 

problems with sound applied knowledge. 

¶ To learn cutting technologies 

¶ To acquaint leadership qualities while 

experimenting with group. 

¶ To adopt self learning capabilities to guide 

or educate others. 

Seminars   

PO3, PO4, PO5,PO7,  

PO8, PO9,PO10 

 

¶ To acquaint the students with research 

challenges and analysis. 

Projects   

PO1, PO2, PO3, PO4, 

PO5, PO6, PO7, PO8, 

PO9, PO10 

¶ To address complex engineering problems 

with core and applied expertise. 

¶ To contribute collaboratively towards 

multi disciplinary scientific and research 

problem through innovative ideas. 

¶ To present their knowledge in technical 

forums and workshops. 

¶ To adopt self learning skills. 

¶ To uplift the societal life standards 

through professional and ethical 

responsibility. 

Assignments   

PO2, PO3, PO4, PO5,  

PO7,PO8,  PO9 

¶ To analyze and solve engineering 

problems with sound applied knowledge. 

¶ To relate the subject with real world 

problems and its impact on society. 

¶ To adopt self learning and lifelong 

learning skills. 

 

Group Discussion  

 

 PO4,  PO6, PO7, PO8,  

PO9 

¶ To work in teams. 

¶ To acquire leadership and management 

qualities. 

¶ To present their knowledge before group 

of people. 
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and their relevance towards the attainment of POs) 

¶ All the Courses in Programme directly related to one or more POs. Performance in 

various courses reflects the extent of achievement of POs. 

¶ Evaluation is conducted by Course teacher throughout the semester. Each Subject 

contains 3 main components to evaluate. 

 
 

 

 

 

 

Direct Assessment Method 

Course assessment                  

and  Evaluation Method 
PO

1 

PO

2 

PO

3 

PO

4 

PO

5 

PO

6 

PO

7 

PO

8 

PO

9 

PO

10 

Relevance 

towards the 

Attainment of 

POs 

End Semester Examinations 

(Internal -Theory and Labs 

ã ã ã ã ã   ã  ã To test the 

core and 

applied 

knowledge of 

the course 

twice in 

semester to 

solve 

engineering 

problems with 

modern 

techniques and 

tools. 
End Semester 

Examinations(External-

Theory and Labs) 

ã ã ã ã ã   ã  ã To test the core 

and applied 

knowledge of 

the full course at 

the end of 

semester to 

solve 

engineering 

problems with 

modern 

Course Work(Evaluated regularly)

ÅContains Home assignments, Tutorials

ÅProblem Solving, Group Discussion, Quizzes

Mid Semester Examinations(Internal Evaluation)

ÅConducted twice per semester/ after 7-8 weeks of instruction period

ÅEvaluated for  40/100 marks( Average of two mid examinations.)

End Semester Examinations(  External Evaluation)

ÅConducted at the end of semester( 16  -18 weeks of instruction period)

ÅEvaluated for 60/100.
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techniques and 

tools. 

Assignments & Tutorial as 

part of Course work 

 ã ã ã ã  ã ã ã  To test the 

applied 

knowledge of 

students in 

solving the real 

world problems( 

Home Work & 

Self Solving 

skills) 

 Projects & Presentations ã ã ã ã ã ã ã ã ã ã Project reviews 

enables students 

to learn cutting 

edge 

technologies 

and exhibit their 

presentation and 

team skills. 

Seminar Lectures    ã ã ã  ã ã ã ã To acquaint the 

students with 

research 

challenges and 

analysis. 

INDIECT ASSESSMENT 

Placements ã ã  ã ã ã ã ã ã ã An evidence 

for studentôs 

sound 

fundamental 

knowledge in 

core discipline 

and inter 

personnel 

skills 
Alumni Surveys ã ã ã ã ã ã ã ã ã ã Record of the 

Surveys helps 

to improve 

course 

symbiosis with 

industry  
Graduate Surveys 

(Mid and End of the Course) 

ã ã ã ã ã ã ã ã ã ã Record of the 

Surveys helps to 

improve the 

Teaching-

Learning 

methodologies 

and to know the 

strengths and 

weakness of the 

course 

Employer Survey ã ã  ã ã ã ã ã  ã Record of the 

Surveys helps to 

produce 

improved 

quality students 

for 

Industry/Acade
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mia 

Higher Studies ã ã ã  ã ã ã ã ã ã An evidence for 

studentôs 

applied 

knowledge and 

higher order 

research skills 

in inter/intra 

disciplinary 

fields 

 

2.2.4 Indicate the extent to which project work/thesis contributes towards attainment of Pos (50) 

(Justify how the project works /thesis works carried out as part of the programme curriculum 

contribute towards the attainment of the POs.) 

ü The Project Work  is spanned for one Year. It also carries credits on par with 

theory and practical.  

ü Project Reviews and Seminars also provide platform for attainment of number 

of POs. 

Á I-Semester: 6-Theory-Credits:3(per subject), Lab-1(combination of two 

Subjects) - Credits:2 

Á II - Semester: 6 Theory -Credits:3(per subject), Lab-2(combination of 

three subjects) --Credits:2 

Á III - Semester: Seminar-I(2) and Project Work  Part-I(18) - Credits:20 

Á IV- Semester: Seminar-II(2) and Project Work Part ïII(18) - Credits:20 

 

Course Credits 
% of 

weight age 

Theory 36 45% 

Practical 4 5% 

Seminar 4 5% 

Project Work  36 45% 

 Total 80 100% 

 

 

 

 

 

Course Credits-% of Weightage

Theory

Practical

Seminar

Project Work
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Project Evaluation Process 
 
 

  
Review 1:  Students has to present their problem statement and literature. PRC will evaluate and recommend suggestions 

accordingly 

Review 2:  Students has to come up with system model and methodology with the usage of modern tools and techniques.  

PRC will evaluate and recommend necessary suggestions. 

Review3:  Students has to demonstrate the working model along with relevant test cases. 

PRC will evaluate and recommended for final submission or modification. 

M.Tech Information Technology 2014-1016 

Final Project Evaluation 
Internal Evaluation will be based on Average of two project reviews (Each review with maximum 

allotment of 50 marks) 

External Evaluation 
The thesis shall be adjudicated by one examiner selected by the University. The Principal of the College shall submit a panel 

of 5 examiners, eminent in the field concerned to thesis, with the help of the guide concerned and head of the department. 

The Examiner will be provided with internal evaluation report of thesis and will verify the thesis. If the report of the examiner 

is favorable, Viva-Voce examination shall be conducted by a board consisting of the Supervisor, Head of the Department and 

the examiner who adjudicated the Thesis.  The Board shall jointly report the candidateôs work as one of the following: 

  A. Excellent 

  B. Good 

  C. Satisfactory 

  D. Unsatisfactory 

If the report of the Viva-Voce is unsatisfactory, the candidate shall retake the Viva-Voce examination only 

after three months. If he fails to get a satisfactory report at the second Viva-Voce examination, the candidate  

has to re-register for the project and complete the project within the stipulated time after taking the approval  

from the University. 

Selects the 
area of 
Interest

Performs 
Literature 
Survey and 
formulates 

the 
problem 
formally

Implement 
the 

solution 
with  

modern 
tools and 

techniques

Progress is 
continuously 
monitored 

by supervisor 
and Project 

Review 
Committee

Final 
evaluation 
by external 
examiner 
based on 
report 

submitted.

Review 2 
Review 3 

Review 1 
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J.N.T. University College of Engineering Kakinada (A) 

Department of Computer Science and Engineering 

Final Project Evaluation Sheet for M.Tech (I.T.) 2014-16 Batch 

Roll No. Title  Internal Evaluation  

External 

Evaluation -

Project Grade 

14021D2201 Implementation of linear programming 

technique for dietician problem using 

hadoop map reduce in a bib data 

framework. 

48 B 

14021D2202 Personalized and location aware wed 

service recommendation system 

implementation 

43 B 

14021D2203 Color image encryption and decryption 

using two stage Radom matrix affine 

cipher associated with DWT. 

48 B 

14021D2204 Un Registered 

 

14021D2205 Novel hash for data communication 

based on image steganography and 

position based encryption. 

47 B 

14021D2206 Tunner controller and pulse analysis. 45 B 

14021D2207 A framework to find opinion of tweets 

with text & emotions using K-means and 

Sentiwordnet. 

44 B 

14021D2208 Privacy preserving public auditing for 

multi-level encryption based cloud 

storage. 

47 B 

14021D2209 Fine grained structured learning from 

heterogeneous behavior for social 

identity linkage 

42 B 

14021D2210 performance of matrix and graph 

computations using data compression 

techniques in MPI and HADOOP 

47 B 

14021D2211 Detection of brain tumor using fast 

bounding box and SVM classifier 

48 C 

14021D2212 Automatic Bug triage data reduction 

techniques 

43 A 

14021D2213 Design for multi-trust-domain network 

of internet of things by using blind 

folded packet transactions 

43 B 

14021D2214 secure and lifetime maximization 

routing protocol design for wireless 

sensor networks 

42 A 

14021D2215 Un Registered 

 

14021D2216 Enhanced approach for multi keyword 

ranked search over encrypted cloud data. 

45 C 

14021D2217 Efficient segmentation method for brain 

tumor 

48 B 

14021D2218 An effective model for counter attacks 

on social networks 

47 B 
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14021D2219 Un Registered 

14021D2220 Graph based seasonal and trend anomaly 

detection thesis 

45 B 

14021D2221 Image compression and encryption using 

CRT and CHAOTIC logistic MAP. 

49 B 

14021D2222 Enhanced Routing algorithm for best 

relay node selection in WSN 

44 B 

14021D2223 Fast aggregation scheduling in wireless 

sensor networks 

46 A 

14021D2224 Hybrid approach for integrating random 

seed distribution with transitory master 

key mechanisms in WSN 

43 C 

14021D2225 Detection and rectification of distorted 

fingerprints 

48 B 

 

 

2.3. Evaluation of the attainment of Programme Outcomes (125) 

2.3.1. Describe assessment tools and processes used for assessing the attainment of each PO (25) 

Describe the assessment process that periodically documents and demonstrates the degree to which the 

Programme Outcomes are attained. Also include information on: 

a) Listing and description of the assessment processes used to gather the data upon  which the evaluation of 

each the programme outcome is based. Examples of data collection processes may include, but are not 

limited to, specific exam questions, student portfolios, internally developed assessment exams, project 

presentations, nationally-normed exams, oral exams, focus groups, industrial advisory committee; 
b) The frequency with which these assessment processes are carried out. 

 

 

Frame work for overall attainment of POs: 

      The tools are classified as Direct and Indirect assessment tools for evaluation of POs. 

 
 

 

 

 

Direct Assessment Tools: PG Programme is credit based with continuous evaluation system,  

conducted by course coordinators throughout the semester 
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The weight distribution of components  

 

ωContains Home assignments, Tutorials

ωProblem Solving, Group Discussion, Quizzes

Course Work 

(Evaluated regularly)

ωConducted twice per semester/ after 7-8 
weeks of instruction period

ωEvaluated for  40/100 marks( Average of two 
mid examinations.)

Mid Semester Examinations

(Internal Evaluation)

ωConducted at the end of semester ( 16  -18 
weeks of instruction period)

ωEvaluated for 60/100.

End Semester Examinations 

(External Evaluation)

ωTwo seminar presentations conducted for 50 
marks during III semester and IV semester  
(Internal Evaluation only)

Seminars

ÅProject work is carried out during III and IV semester

ωInternal Evuation is done through three reviews by 
Project Review Committee

ωExternal evaluation (Grades Assignment) by External 
Examiner 

Project Work

Course Assessment 

Components and 

process 

Weightage 

in terms  of 

Marks 

Frequency 

of 

Assessment 

Weightage(

%)(in terms 

of credits) 

POs Attained 

Theory(Core 

/Elective) 

Coursework(Evaluated 

regularly) 

Contains Home 

assignments, Tutorials 

Problem Solving, 

Group Discussion, 

Quizzes 

- 

 

 

 

Monthly 

 

36 

PO1, PO2,  PO4, 

PO5, PO6, PO7, 

PO9, PO10 

Mid Semester 

Examinations 

(Internal Evaluation) 

 

40 

(Average of 

two Mid 

exams) 

 

Twice in 

Semester 

 

End Semester 

Examinations(External 

Evaluation) 

60  

Once after 

Semester 

Practical 

Sessions 

Internal Evaluation 

(Weekly) 

40 Weekly 

 

4 

PO1, PO2, PO3, 

PO4, PO5,  PO7, 

PO8, PO9, PO10 
End Semester 

Examinations(External 

Evaluation) 

60 Once after 

Semester 
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Indirect Assessment Tools: 

¶ Placement record of the students who placed in either industry or academia 

¶ Feedback surveys of alumni, outgoing students, employers about the  

Performance of the programme. 

  

 
Indirect Assessment Tool Frequency  POs Attained 

Placement Record Annually PO1, PO2, PO4, PO5, PO6, PO7 

Course Outcome Feedback End of Semester PO1, PO2, PO3, PO4, PO5, PO6, PO7, PO8, 

PO9, PO10 

Exit Student Feedback Annually PO1, PO2, PO3, PO4, PO5, PO6, PO7, PO8, 

PO9, PO10 

ωStudents can be placed in industry  as IT 
professional

ωCan serve as faculty in affiliated colleges of 
JNTUK

Placement Record 

ωFeedback for individual subject with reference 
to their outcomes

Course Outcome Feedback

ωIn the last semester feed back for achievement 
of POs and GAs 

Exit Feedback

ωFeedback from passed out students with 
reference to achievement of POs 

Alumni Feedback

ωFeedback from industries in which students 
got internships/ placements  with reference to 

their performance.
Employer feedback

Seminars Internal Evaluation   periodically- 2 

reviews / Sem 

4 

PO1,  PO3, PO4, 

PO5, PO6, PO7, 

PO8,  PO10 
End Semester 

Examinations(External 

Evaluation) 

50 Once after 

Semester 

Project Internal Evaluation  Grades 

Assignment 

A-Excellent 

B-Good 

C-Satisfactory 

D-Not  

Satisfactory 

periodically- 3 

reviews / Sem 

 

36 

PO1, PO2, PO3, 

PO4, PO5, PO6, 

PO7, PO8, PO9, 

PO10 

 End Semester 

Examinations(External 

Evaluation) 

Once after 

Semester 
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Alumni Feedback Annually PO1, PO2, PO3, PO4, PO5, PO6, PO7, PO8, 

PO9, PO10 

Employer  Feedback Annually PO1, PO2, PO4, PO5, PO6, PO7, PO8, 

PO10 

Survey of students going for 

Higher Education and Research 

Annually PO1, PO2, PO3, PO5, PO6, PO7, PO8, PO9, 

PO10 

 

2.3.2. Indicate results of evaluation of each PO (100) 

c) The expected level of attainment for each of the programme outcomes; 

d) Summaries of the results of the evaluation processes and an analysis illustrating the extent to 

which each of the programme outcomes are attained and 

e) How the results are documented and maintained. 
 
 
 

 
Direct Assessment 

The program outcome assessment plan is set to primarily confirm that the students are achieving the 

desired outcomes. It is also used to improve the program and the student learning, based on real evidence. 

Assessm

ent 

Tools 

Expected Level of Attainment of POs Summaries 

of the results 

of the 

evaluation 

processes 

Analysis for 

the expected 

level of 

Attainment  

How the 

results are 

documente

d and 

maintaine

d 

 P

O

1 

P

O

2 

P

O

3 

P

O

4 

P

O

5 

P

O

6 

P

O

7 

P

O

8 

P

O

9 

P

O

10 

Course 

Work  

(Evaluat

ed 

regularl

y)  

 

3 3 2 2 2 2 2 2 3 3 All courses 

have been 

conducted in 

all semesters 

and recorded 

in 

Attendance 

Registers 

Conducting 

course work   

regularly  

helps the 

student to 

attain 

fundamental 

and  applied 

knowledge 

for problem 

solving  

(Assignment 

and 

Tutorials) 

Record of 

time tables 

and 

attendance 

in each 

semester is 

available in 

Academic 

Section 

Universi

ty 

Examina

tions 

(Internal

-Theory 

and 

Labs 

3 3 3 3 3 1 1 3 2 3 Internal 

exams are 

conducted 

twice per 

semester 

with weight 

age of 40 

marks. 

The results 

are tabulated 

in Results  

Helps to 

assess the 

regularity 

and 

attainment of 

course work 

by the 

students. 

Record of 

Internal 

examinatio

n (Lab and 

theory) 

answer 

scripts and 

marks are 

maintained 

with the 

academic 
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Table I section  

Universi

ty 

Examina

tions 

(Externa

l-Theory 

and 

Labs) 

3 3 3 3 3 1 1 3 2 3 External 

exams are 

conducted at 

the end of 

semester 

with weight 

age of 60 

marks. 

The results 

are tabulated 

in Results  

Table I 

Direct 

evidence for 

the 

attainment of 

POs   

through 

achievement 

of Course 

Outcome in 

accordance 

with students 

performance 

in 

examination 

Copies of 

end 

semester 

question 

papers and 

answer 

scripts are 

available 

with the 

examinatio

n section 

 Project 

Work 

3 3 3 2 3 3 3 3 3 3 Project work 

is carried out 

by the 

students in 

III and IV 

semester and 

Final 

evaluation 

and   Grade 

Assignment 

is done by 

external 

examiner 

Enables 

students to 

attain  

expertise in 

core and 

specific 

domain  with 

interpersonal 

and project 

management 

skills 

Status of 

the project 

is   

evaluated 

by Project 

Review 

Committee 

and  record 

of 

attendance 

is available 

in the 

department 

Seminar  3 3 2 2 2 1 3 3 2 3 Seminars on 

state-of-art of 

the computer 

science are 

conducted  in 

III Semester 

and  is being 

evaluated 

internally for 

50 marks 

Enables 

students to 

acquire and 

improve self 

learning 

capabilities 

and 

presentation 

skills  

Seminars 

are    

evaluated 

by Project 

Review 

Committee 

and  record 

of 

attendance 

is available 

in the 

department 

Indirect Assessment 

The evaluation is based on the surveys conducted to solicit assessments from the program constituents, 

such as: graduating or exit students, faculty, alumni and employers. In addition to these, assessments were 

carried out based on placement data, the achievements disseminated in media/public forum and the feed 

backs from professional bodies. 

Assessm

ent 

Tools 

Expected Level of Attainment of POs Summarie

s of the 

results of 

the 

evaluation

processes 

Analysis for 

the expected 

level of 

Attainment  

How the 

results are 

documented 

and 

maintained 
 P

O

1 

P

O

2 

P

O

3 

P

O

4 

P

O

5 

P

O

6 

P

O

7 

P

O

8 

P

O

9 

P

O

10 

Placeme

nts  

3 3 2 2 2 2 2 2 3 3 Number 

of 

Students 

Number of 

Students  

placed is an 

Placement 

records are 

maintained 
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are  placed 

in various 

IT 

industries 

(TCS, 

Wipro, 

CapGemin

i, Infosys, 

HoneyWel

l, CMC 

etc.) 

Placement 

Record 

indirect 

evidence for 

attainment for 

POs 

by Training 

and 

Placement 

Cell 

Alumni 

Survey 

3 3 2 2 2 2 2 2 3 3 Conducted 

annually  

 

information 

about 

graduates 

perception of 

their learning 

Survey 

reports  are 

maintained 

in the 

department 

Graduat

e 

Surveys 

(Mid 

and End 

of the 

Course) 

3 3 2 3 3 2 2 2 3 3 Conducted 

twice per  

semester 

Key survey to 

assess the 

achievement of 

desired 

outcomes. It 

helps to 

improve the 

program and 

student 

learning, based 

on real 

evidence  

Survey 

reports  are 

maintained 

in the 

department 

Employ

er 

Survey 

2 2 1 2 2 2 2 3 2 3 Conducted 

annually 

Reflects on 

students 

learning. They 

assess opinions 

or thoughts 

about the 

graduates 

knowledge or 

skills 

Survey 

reports  are 

maintained 

in the 

department 

Higher 

Studies 

3 3 3 2 2 2 3 3 2 3 Conducted 

annually 

Number of 

students 

registered for 

Higher studies 

is an evidence 

to assess the 

research and 

self learning 

skills.  

Survey 

reports  are 

maintained 

in the 

department 
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Summaries of the results of the evaluation processes: 

Results Table: 
 
. 

Attainment of POs from Examination results LYG  

(2015-17) 
LY

Gm

1 
(2014-16) 

 

LYGm1 

(2013-15) 

LYGm2  
(2012-14) 

 
Approximating the Attainment of Pos  from the following 

Analysis 
  

9<Number of students with CGPA<10.0   (a) 00 00 00 00 

8<Number of students with CGPA<9.0  (b) 01 04 09 10 

7<=8   (c) 15 15 14 13 

6<=7  (d) 06 05 02 00 

5<=6   (e) 01 01 00 00 

Total Students Appeared (N) 23 25 25 23 

Approximating percentage of  Attainment of POs 

(( a * 5) + (b * 4 ) + (c *3 ) + (d * 2) + (e * 1) ) * 25 / N 
67.39 72 82 72.68 

 
 
Project work:  
 
Year 
 

 

Evaluation Results  Attainment of 
POs based on 

evaluation 
results 

No of 
Students 
Appeared 

Grade A 
(Excellent) 

Grade B 
(Good) 

Grade C 
(Satisfactory) 

Grade D 
(Not 

Satisfactory) 

2015-
17 

23  Project  submission is in the progress 

2014-
16 

23 03 17 03 - Moderate 

2013-
15 

25 03 19 03 - Moderate  

2012-
14 

25 6 14 5 - Moderate 
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Placements Higher Studies Record: 

 
Year Placements in Industry   Faculty Engg. 

Colleges 
Higher 
Studies 

Attainment of 
POs  based on 
placements and 
Higher Studies 

No of 
Students  

TCS Cap 
Gemini 

 
      Infosys 

   

2015-16 24 2                    Placements are in Progress 

2014-15 25 10 1  - 10 1 88% 

2013-14 26 5 1 - 14 1 81% 

2012-13 27 6 - 1 11 1 71% 
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FEEDBACK Forms:  

J.N.T.UNIVERSITY COLLEGE OF ENGINEERING, JNTUK,KAKINADA  

DEPARTMENT of CSE 

Parentôs Feedback Form 

............................................................................................................................................................................. 

Name& Occupation of Parents: 

 

Name  :éééééééééééééééééééééééééééééé.. 

Name of Student/Ward  :ééééééééééééééééééééééééééééééé 

Course/semester :éééééééééééééééééééééééééé. 

 

1. Do you find this institution better than others for your ward?  Yes/No. 

2. Do you feel facilities in the department are good?               Yes/No. 

3. Are you satisfied about library facilities in the department?  Yes/No. 

4. Are you satisfied for cooperation from the administrative staff?  Yes/No. 

5. Can you make direct communication with teaching staff?  Yes/No. 

6. Rate the placement related training offered?         Good/Satisfactory 

7. Rate the learning atmosphere offered by the department   Good/Satisfactory 

8. Rate the teaching efficiency of the staff members   Good/Satisfactory 

9. Rate the curriculum and the course content    Good/Satisfactory 

10. Do you feel that your ward is physically secured in the department?  Yes/No 

 

Any other suggestions: 

éééééééééééééééééééééééééééééééééé.. 

éééééééééééééééééééééééééééééééééé.. 

Signature :  

Date : 

 

J.N.T. University College of Engineering, JNTUK,Kakinada 

DEPARTMENT of CSE 

INDUSTRY FEEDBACK FORM  

Name of Contact Person/Industry: 

 Mobile No & E-Mail:_ 

_______________________________________________________________________ 

1. Would you like to be a member of Board of Studies (BOS) to the CSE Department?    

Yes/ No   

2. Would you like to help in academic/ innovative activities of this Department? 
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Yes/ No  

3. Opinion about CSE Department Syllabus:  Is this syllabus matching to your industrial requirements?  

Yes / No 

4. Placement / Training:  Would you like to implant training to CSE students? 

 Yes / No 

 5. Are you interested in placement of CSE students in your Industry?  

Yes / No 

 6. Are you willing to visit CSE Department for Academic interactions?  

  Yes / No  

7. Rate the effectiveness of the laboratory session 

             Good/Satisfactory 

8. Will you be interested in visiting us again? 

  Yes / no 

9. Your Overall Experience during the recruitment visit to our campus? 

        Good/Satisfactory 

Any other Suggestions: 

________________________________________________________________________________________________________________

________________________________________________________________________________________________________________

________________________________________ 

Signature: 

 

J.N.T.University College of Engineering, JNTUK, Kakinada 

DEPARTMENT of CSE 

ALUMNI FEEDBACK FORM  
We shall be thankful to and appreciate you, if you can spare some of your valuable time to fill up this feedback form and give us your 

valuable suggestions for further improvement of the Institute. Your valuable inputs will be of great use to improve the quality of our 

academic programs and enhance the credibility of the Institute. Hence your feedback on Institute will help us to improve our approach in 

Academics. 

Name of the Alumni  

Degree [ã] B.Tech M.Tech MCA 

Branch  

Passing Year  

 

 Dear Alumni, 

 Please give your overall assessment of our Department academics. Please rate us on following criterion : 

1-Unsatisfactory(UN), 2- Satisfactory(S), 3- Fair(F), 4- Good(G), 5- Very Good(VG) 

Sr. Details VG G F S UN 

1 
Environment 

  
   

2 
Infrastructure & Lab facilities 

  
   

3 
Faculty/ Delivery of Course 

  
   

4 
Project Guidance 

  
   

5 
Quality of support material 

  
   

6 
Training & Placement 

  
   

7 
Library 

  
   

8 
Evaluation Procedures 

  
   

9 
Alumni Association/ Network of Old Friends 
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Please suggest any skills you want our Institute should focus on for grooming of students. All of your suggestions are welcome. 
 

Any other suggestions/ comments: 
 
______________________ 
 
 

 

2.4. Use of evaluation results towards improvement to the programme (30) 
 

2.4.1. Indicate how the results of evaluation used for curricular improvement (5) 

(Articulate with rationale the curricular improvement brought in after the review of the attainment to the 

POs) 

 Based on the evaluation and review of the attainment of POs, modification will be attempted in 

the programme curriculum aspects such as increase or decrease in the components of theory, 

practical, project work, communication skills courses and elective courses. 

 In addition, attempt will be made to introduce new courses, labs, experiments, exercises for 

project work, etc on the basis of external interaction with the industry and academia at seminar or 

conference. 
 
 
 

 
 

 

2.4.2. Indicate how results of evaluation used for improvement of course delivery and assessment (10) 

(Articulate with rationale the curricular delivery and assessment 

improvement brought in after the review of the attainment of the POs) 

Á Based on the evaluation of the attainment of POs and along with the results and analysis 

of the student feedback about each lecture and course, the methods of course delivery and 
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assessment method will be reviewed.  

Á New methods will be evolved, in consultation with faculty and thus ensuring the 

improvement in the course delivery.  

Á The assessment methods will also be reviewed such as increase or decrease in the 

assignments, talks, presentations, quizzes, etc.  

Á Novel assessment methods may be evolved once the results of evaluation after few 

years/batches are available. 

 

2.4.3. State the process used for revising/redefining the POs (15) 

(Articulate with rationale how the results of the evaluation of Pos have been used to review/redefine 

the Pos in line with the Graduate Attributes of the NBA.) 
 
 

 This systemic attempt to articulate the POs, mostly with participation of stake holders On 

board (faculty and select Alumni from reputed organizations).  

 However, based on the results of such evaluation and the feedback from the  

Exiting graduates, we will examine the relevance of the existing POs and,  

If felt necessary, based on the review and supplemented by the needs of  

The nation and industry as well, POs can be revised in line with GAs of the NBA.   

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Programme Curriculum (75) 
 

3.1. Curriculum (15) 
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3.1.1. Describe the Structure of the Curriculum (5) 

PG programme is scheduled for 4 semesters in a span of 2 years. During First semester course 

work is conducted with 6 subjects and one lab. Each subject is evaluated with Internal (40 

marks) and External Examinations (60). Two Internal examinations are conducted in the mid 

and end of semesters with weight-age of 40 internal marks. End examinations are conducted for 

60 marks. If students pass the subject he will get 3 credits if not he/she has to rewrite the exam. 

During second semester along with core and lab three electives are included. During third 

semester seminar-I and project work part-I included which carries 2 and 18 credits respectively. 

In fourth semester seminar-II, project work part-II included which carries 2 and18 credits 

respectively. 

 

Curricular  Composition Credits 

Theory courses 36 

Laboratory courses 4 

Seminars 4 

Project work 36 

 

R13 Course Structure: 

 

 

 

 

 

Course 

Code 

Course Title(Course Category) L P C 

MIT2.1 ADVANCED UNIX PROGRAMMING 4 0 3 

MIT2.2 INFORMATION SECURITY 4 0 3 

MIT2.3 SOFT COMPUTING 4 0 3 

MIT2.4 Elective 1 

ADHOC & SENSOR NETWORKS 

SEMANTIC WEBSERVICES 

UML AND DESIGN PATTERNS 

4 0 3 

MIT2.5 Elective 2 4 0 3 

Course 

Code 

Course Title(Course Category) L P C 

MIT1.1 ADVANCED DATA STRUCTURES  4 0 3 

MIT1.2 ADVANCED GRAPH THEORY 4 0 3 

MIT1.3 PARALLEL ALGORITHMS 4 0 3 

MIT1.4 DATA MINING AND KNOWLEDGE DISCOVERY  4 0 3 

MIT1.5 ADVANCED COMPUTER NETWORKS 4 0 3 

MIT1.6 DISTRIBUTED PROGRAMMING APPLICATIONS  

THROUGH JAVA 

4 0 3 

MIT1.7 IT LAB I  0 3 2 
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MACHINE LEARNING 

INFORMATION RETRIEVAL SYSTEM 

ANIMATION & GAMING  

MIT2.6 Elective 3 

CLOUD COMPUTING 

IMAGE PROCESSING & PATTERN RECOGNITION 

INFORMATION STORAGE MANAGEMNT 

4 0 3 

MIT2.7 IT LAB 2 0 3 2 

 

III SEMESTER 

S.NO. SUBJECT L P C 

1 SEMINAR-I 0 0 2 

2 PROJECT WORK PART - I 0 0 18 

TOTAL 20 

 

IV SEMESTER 

S.NO. SUBJECT L P C 

1 SEMINAR-II  0 0 2 

2 PROJECT WORK PART - II  0 0 18 

TOTAL 20 
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3.1.2. Justif y how the curricular structure helps for the attainment of the Pos and the PEOs (10) 

(Articulate how the curricular structure helps in the attainment of each PO and PEO) 

 

S.NO COURSE  PEOs PEOs 

JUSTIFICATION  

Pos POs 

JUSTIFICATION  

1 

Theory 

PEO1- High Fundamental  and 

advanced knowledge 

for  problem solving  

 

Industrial Exposure to 

the student. 

 

PO1, PO2, 

PO4, PO5, 

PO9 

Strong knowledge of 

basics. Awareness of 

modern tool and 

adopting multi 

disciplinary works 

 

PEO2- 

Moderate 

Student interest in 

research perspectives 
PO3, PO5, 

PO10 

Development in 

Critical thinking  

and problem 

solving 

PEO3-

Moderate 

Self learning 

capability of student 

PO4, PO5, 

PO6, PO7 

Communication 

and handling of 

multiple 

disciplinary tasks 

2 Electives PEO1- 

Moderate 

Adopting to new 

technology and tools 

 

Advancement in 

industry technology 

PO2,PO3, 

PO4,PO5, 

PO8,PO9  

Increased social 

responsibility. 

Adopted to  

Continuous 

learning 

 

PEO2-High Multidisciplinary 

research 

 

PO1,PO2, 

PO4,PO7 

 

Communication and 

handling of multiple 

disciplinary tasks 

PEO3-High Tools and measures 

taken by student in 

research. 

PO1, 

      PO4 

Strong knowledge 

and usage of 

modern tools. 

3 Seminars PEO1- 

Moderate 

Updating of 

knowledge  

 

Exposes to words 

upcoming 

technologies 

PO3, PO4, 

PO5,PO8 

Adoptable learning 

skills. 

Flexibility  with 

Modern tool and 

methodologies 

PEO2- High Awareness on 

burning technology 

PO3, PO5, 

PO8,PO10 

Independent and 

adoptive learning 

 

PEO3- High Material gathering 

and presenting 

PO5, PO6, 

 PO7 

Use of modern tools 

to acquire 

knowledge. 

4 Project PEO1- 

Moderate 

Invention of new 

technologies 

PO1,PO2, 

PO4,PO5, 

project management 

techniques to 
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Meets need of 

industrial 

expectations. 

PO9 

 

manage projects 

efficiently 

 

Giving solutions to 

the real time 

applications 

PEO2- 

Moderate 

Using of advanced 

tools  

PO3,PO5, 

PO8,PO10 

Get real time 

experience  

PEO3- High Enthusiasm  to learn 

new things   

PO5, PO6, 

PO7 

Adopting Modern 

tools  

 

 

 

3.2. Indicate interaction with R&D organizations/Industry (40) 

(Give the details of R&D organizations and industry involvement in the programme such as 

 Industry attached laboratories and partial delivery of courses and internship opportunities for students) 

 

The department invites experts from industry for invited lectures that the students and staff attend. The 

lectures result in lively discussion thus imparting current state of the art knowledge to students and staff.  

 

ü MOU - JNTUK & Tata Consultancy Services Ltd. 1st Feb 2010 

To offer TCS-Sangam Package of TCS Academic interface programme 

ü MOU - JNTUK &Tejas Networks Ltd. 12th Feb 2010  

To establish Center of Excellence in Optical Networking 

ü Draft Agreement - JNTUK &EdCIL (India) Limited 10th May 2010  

For arranging admissions and placements for foreign students to pursue study and training in 

Indian educational institutions 

ü MOU - JNTUK & Smart Net Working Switzerland 11th Dec 2010  

To offer Global study program to promote educational and cultural enrichment and personal 

growth 

ü MOU-JNTUK & M/s. Consortium of Institutions of Higher Learning (CIHL)-4th April,2012  

ü MOU-JNTUK & LOMENT Inc. Naperville, Illinois, USA 7th June 2012 on Research and 

Development in the area of Mobile Financial Services & Security. 

ü MOU-JNTUK & MNCRC for research and development activities CBIT Hyderabad &JNTUK 

to establish and develop ñ Marine navigation and Communication Research Centreò, Academic 

Exchange and co-operation in Teaching, Training, R&D activities . 
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ü MOU-JNTUK & Chicago State University USA to offer Ph.D (External Registration) for foreign 

nationals/NRIs exclusively  for CSE and CS disciplines from 2016-17 academic year onwards 

ü MOU-JNTUK & TRUZIO  on 16th March 2017 for Development of an Educational ERP 

Software for University and affiliated colleges by utilizing domain knowledge of JNTUK Staff, 

technical , functional expertise of qualified manpower of TRUZIO ï B.Tech/M.Tech students 

will be trained on relevant technologies 

A list of some of the lectures held since last two years are given below. 

 

Topic of Lecture  

 

Name of the 

Resource 

Person 

 

R&D 

Organization/ 

Industry  

Date  

 

Participants  No of 

Partici

pants  

Research Oriented 

Expert Lecture 

Dr. Rakesh 

Chandra 

Balabantaray 

IIT, 

Bhubaneswar  

30th 

December, 

2016 

 

UG, PG, Ph.D. 

and Faculty 

203 

 

Research Oriented 

Expert Lecture 

Prof. C. 

RaghavendraRa

o, Professor, 

School of 

Mathematics & 

Computer 

Sciences 

University of 

Hyderabad 

07th 

December, 

2016 

 

UG, PG, Ph.D 

and Faculty 

 

205 

Possible Research 

Collaboration on 

Recent Trends, 

Mobile & Cloud 

Centric IOT 

Dr. 

SatishSreerama, 

Mobile 

Computing 

Division 

University of 

Tartu, Estonia 

3rd 

December, 

2016 

 

UG, PG, Ph.D 

and Faculty 

 

200 

expert lecture on 

"Network Traffic 

Classification" 

Dr.T.Venkatesh

, , 

IIT Guwahathi 16th 

December, 

2015 

 

Students & 

faculty 

 

102 

"Startups and 

entrepreneurship 

orientation" 

 

Teams from software industry ï 

Career Analytics 

10th 

March, 

2016 

 

Students & 

faculty 

 

98 

Research 

Possibilities in HPC 

and multi-core 

computing 

Dr. V.C.V.Rao, 

Associate 

Director HPC-

FTE Goup C-

DAC, Pune 

CDAC, Pune 5-6th 

October, 

2015 

 

Students & 

faculty 

 

104 

Industry Expert 

Lecture during 

September, 2015 on 

"To Train to work on 

Microsoft September, 

2015 in 2 

sessions. 

 

Students & 

faculty 

 

98 
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latest Technology 

aiming to enhance 

research & 

Implementing real 

time solutions 

Research oriented 

expert lecture on 

large scale Metric 

Learning using 

locality sensitive 

hashing and 

SMARTS 

Prof. 

KotagiriRama 

MohanaRao 

University of 

Melbourn, 

Australia. 

14th 

September, 

2015 

 

Students & 

faculty 

 

100 

Research oriented 

expert lecture on 

Digital India Project 

Proposals 

Prof.C.Raghav

endraRao, 

Central 

University and 

University of 

Hyderabad, 

Hyderabad. 

27.08.2015 

 

Students & 

faculty 

 

105 

Research oriented 

expert lecture the 

Big data Analytics 

Dr.R.B.V. 

Subrahmanyam 

NIT, Warangal. 

 

13th 

August, 

2015 

 

Students & 

faculty 

98 

HPC and Multi core 

computing and 

Interaction on 

National 

supercomputing 

mission project 

Dr. V.C.V.Rao, 

Associate 

Director HPC-

FTE Goup C-

DAC, Pune 

CDAC, Pune 13th July, 

2015 

 

Students & 

faculty 

102 

To guide some of 

our faculty in 

preparing self 

assessment reports 

for applying 

National Board 

Accreditation to PG 

Courses of the 

College/ 

University 

Dr.A.Koteswar

Rao, Prof. of 

Information 

Technology 

Noted person in 

guiding NBA 

accreditation 

process in ESCI 

Anna University. 

16-17th 

March, 

2015 

 

Faculty 28 

Research 

Possibilities in HPC 

and multi-Core 

computing 

V.C.V.Rao, 

Associate 

Director HPC-

FTE Goup C-

DAC, Pune 

CDAC, Pune 2nd 

February, 

2015 

 

 PG Students 78 

High performance 

Computing  

Dr.V.C.V.Rao,  CDAC, Pune 22-01-14  UG & PG 

Students  

197 

Expert Lecture on 

recent trends in CS  

Dr.N.B. 

Venkateswarlu, 

Former 

Faculty,  

Bits Pilani 28-01-14  UG & PG 

Students  

198 
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Privacy, Security, 

Authenticity in 

Cyberspace 

Dr.P.S. 

Avadhani 

Andhra 

University 

03-04-14  UG & PG 

Students  

197 

Hadoop Map Reduce  Dr.R.B.V.Subra

manyam 

NIT, Warangal 15-3-14  UG & PG 

students  

204 

Role of Business 

Analytics In 

Transforming 

Enterprises & 

Society  

Sri 

VenkatN.Peri,  

PriceWater 

Coopers 

04-07-13  UG & PG 

Students  

298 

Recent trends in 

Data Analytics 

Dr.Dhara 

Kishore  

Lucent 

Technologies 

24-12-2013 UG & PG 

students  

182 

Wire-less Sensor 

networks 

Dr. Garimella 

Ram Murthy 

Ex Professor, 

Purdue 

University USA 

 UG & PG 

students  

206 

Recent trends in 

Data Analytics 

Dr. M N 

Murthy 

IISc Bangalore 24-12-

20113 

UG & PG 

students  

180 

Trends in 

Technology 

Mr. Surya 

PrakashT 

Wipro 

Hyderabad 

28-11-2012 UG & PG 

students 

200 

How to pursue 

project 

work/research work 

Prof. MM 

Naidu 

SV University 

Tirupati 

11-01-2012 UG & PG 

students 

202 

 

 

 

 

 

 

 

 

 

 

 

 

 

*** IBM has sanctioned to establish Centre of Excellence in Dept. of Computer Science and 

Engineering Technology 

In addition the students go on summer internships to the industry during the summer vacations after III 

year. This internships/training is arranged through the Training and Placement Office (TPO). A list of 

some industrial units / companies where the students have gone for internship last year is given below: 

In -plant Training  

S.No.  Company  No of Students Period 

1 Honey Well  1 M.Tech IT(2012-13) 

2 Loment Technology 1 M.Tech IT(2013-14) 

3 C-DAC 2 M.Tech IT(2014-15) 

4 TRUZIO 1 M.Tech IT(2015-17) 

5 TRUZIO 1 M.Tech IT(2016-18 ) 
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3.3. Curriculum Development (15) 
 
 

3.3.1. State the process for designing the programme curriculum (5) 

(Describe the process that periodically documents and demonstrate show the programme 

curriculum is evolved considering the PEOs and the POs) 

 

The curriculum is designed by the Board of Studies (BoS) of the department after 

exhaustive discussion with the teaching faculty. The following points are kept as 

guidelines for the entire curriculum design process 

 

Step1: Consideration of existing curriculum of reputed institutes in India &Abroad 

and Needs of Society through industry interaction, scientific and research 

publications to model AICTE Curriculum 

Step2:  Department Staff Committee, Department Advisory Committee and  

Board Of Studies keeping in view of POs, PEOs and inputs from step1  

designs the curriculum with Core, Elective, Practical, Seminar and Project courses  

Step3: Re-Design by BOS based on feedback given by Stakeholders. 

Step4: Conformity and constituency in Curriculum are examined through step1  

to step3 and finalized after BOS approval and revision. The approved curriculum  

is send to the College Academic Council for their final endorsement. 
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ü The faculty in the department is loosely divided into groups. These groups discuss the 

portions of the curriculum specifically related to them and come up with 

recommendations.  

ü Such recommendations are then discussed in a coordination committee headed by the 

Chairman of the department.  

ü The coordinated recommendations are placed in the Board of Studies meeting, which 

finally approves the curriculum after adding general and elective courses.  

ü Similar procedure is used for changes in syllabi of various courses. Syllabi changes are 

done more often than curricular changes. 
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Programme Curriculum Revisions 

 R10 R13 R16 

Process in updating 

programme curriculum 

BoS meeting headed by 

Dr.EV Prasad 

BoS meeting headed by 

Dr. L Sumalatha 

BoS meeting headed by 

Dr A Krishna Mohan 

Periodical documents 

Available, Revised by  

Combined JNT 

University  

Available, Revised  Available, Revised by 

Combined JNT 

University 

BOS Conducted on 
07/06/2009 28/01/2014 18/06/2016, 

19/06/2016 

Resolutions 

I SemĄ 5 Core + 

1Elective + 1 lab 

II SemĄ 4core + 2 

Elective + 1 Lab 

III & Iv SemĄ Project 

+ Seminar 

I SemĄ 6 Core + 1 Lab 

II SemĄ 3 core + 3 

Electives(4 subjects in 

each elective ) + 1 Lab 

III & Iv SemĄ Project 

+ Seminar 

I SemĄ 6 Core + 1 Lab 

II SemĄ 4 core + 2 

Electives(3 subjects in 

each elective ) + 1 Lab 

III ĄProject work part 

-I + Seminar -

I+Comprehensive Viva 

IV SemĄ Project work 

part -II+ Seminar-II  

 

 

3.3.2. Illustrate the measures and processes used to improve courses and curriculum (10)  

(Articulate the process involved in identif ying the requirements for improvement in courses and curriculum and 

provides the evidence of continuous improvement of courses and curriculum) 

 

Same procedure, as mentioned above in 3.3.1, is followed for improvement of curriculum and 

courses.  

ü The basis for the improvement comes primarily from the international research scenario in 

various disciplines of Information Technology.  

ü This input is given by the faculty members, many of whom are involved in high quality research 

work.  

ü In addition, the needs of the industry obtained through feedback from discussions held with the 

experts from industry and discussion with the employers who come for placement at the Training 

and Placements Office is also taken into consideration. 
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3.4. Course Syllabi (5) 

(Include in appendix, a syllabus for each course used .Syllabi format should be consistent and 

shouldnôt exceed two pages.) 

The syllabi format may include: 

 

   Department, course number, and title of course 

   Designation as a required or elective course 

   Pre-requisites 

   Contact hours and type of course (lecture, tutorial, seminar, project etc.,) 

   Course Assessment methods (both continuous and semester-end assessment) 

   Course outcomes 

   Topics covered 

   Text books, and/or reference material 

  

Information Technology Core  
Subjects 

± 
Electives 

as per current needs of the 
technological development or 

industry 

Č 
Curricular Improvement  

Results Analysis 
+ 

Surveys 
+ 

Subject studied 

Steps initiated by 
Course 

Coordinator& 
Programme 

Coordinator 

 

BOS 
Committee 
measures  
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Program Educational Objectives 

 

 Program Educational Objectives 

PEO 1 

 

To produce IT professionals with in depth knowledge in software design,   programming and 

analytical skills to cater the challenging industrial and 

societal needs in an effective manner with ethics and human values 

PEO 2 To produce Sustained learner to bring out creative and innovative ideas by addressing the 

research issues/ to serve as faculty for IT education. 

PEO 3 To produce entrepreneurs in IT with good interpersonal and managerial skills to survive in 

multidisciplinary fields. 

 

 

Program Outcomes (POs) 

 

 

 

 

 

 

 

 

PO Program Outcomes 

1 The student shall possess fundamental and advanced knowledge of core discipline such as 

networking and security, programming and computing and other IT applications. 

2 Design and implement web enabled solutions for Information Technology problems with the 

usage of different software design paradigms and patterns. 

3 Develop higher order research skills and innovative ideas to solve unknown problems through 

the application of appropriate research methodologies, techniques and tools.  

4 Learn and Work in competing open ended environment with modern engineering and IT tools 

5 Obtain knowledge in cutting edge technologies to contribute positively towards collaborative 

multidisciplinary scientific research. 

6 Acquire leadership skills and project management techniques to manage projects efficiently to 

work in teams. 

7 Present their knowledge and ideas in any technical forum through the effective design of 

documents and reports. 

8 Engage in lifelong learning with commitment to acquire knowledge of contemporary issues to 

meet the challenges in career. 

9 Realize professional and ethical responsibility and act in accordance to social welfare. 

10 Adopt Self learning abilities so as to educate or to guide others 
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Corre lation between the Pos and the PEOs 

 

PEO 
PROGRAM OUTCOMES  

 
PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 

PEO 1 3 3 2 3 3 2 2 2 3 2 

PEO 2 2 2 3 2 3 2 2 3 2 3 

PEO 3 2 - - 2 3 3 3 - - - 

 
Degree of correlation:   

      2 ï Moderate 
      3 ï High 
 
R13 Syllabus 
 

Subject 

Code 

Subject Name Credits Core/Elective Internal  marks External 

marks 

MIT 1.1 ADVANCED DATA 

STRUCTURES AND 

ALGORITHM 

3 C 40 60 

 

Course Description:  In this course the student will learn Single Linked, Double Linked Lists,  Stacks, 

Queues, Searching and Sorting techniques, Trees,  Binary trees, representation, traversal, Graphs- 

storage, traversal. Dictionaries, ADT for List, Stack, Queue, Hash table representation, Hash functions,  

Priority queues, Priority queues using heaps, Search trees , AVL trees, operations of AVL trees,  Red- 

Black trees, Splay trees, comparison of search trees. 

¶ Syllabus / Text books: 

UNIT I:  

Introduction to Data Structures, Singly Linked Lists, Doubly Linked Lists, Circular Lists-Algorithms. 

Stacks and Queues: Algorithm Implementation using Linked Lists. 

 

UNIT II:  

Searching-Linear and Binary, Search Methods, Sorting-Bubble Sort, Selection Sort, Insertion Sort, 

Quick Sort, Merge Sort. Trees- Binary trees, Properties, Representation and Traversals (DFT, BFT), 

Expression Trees (Infix, prefix, postfix). Graphs-Basic Concepts, Storage structures and Traversals. 

 

UNIT III:  

Dictionaries, ADT, The List ADT, Stack ADT, Queue ADT, Hash Table Representation, Hash 

Functions, Collision Resolution-Separate Chaining, Open Addressing-Linear Probing, Double 

Hashing. 

 

UNIT IV:  

Priority queues- Definition, ADT, Realising a Priority Queue Using Heaps, Definition, Insertion, 

Deletion .Search Trees- Binary Search Trees, Definition, ADT, Implementation, Operations-

Searching, Insertion, Deletion. 

 

UNIT V:  

Search Trees- AVL Trees, Definition, Height of AVL Tree, Operations-, Insertion, Deletion and 

Searching. 
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Search Trees- Introduction to Red-Black and Splay Trees, B-Trees, , Height of B-Tree, Insertion, 

Deletion and Searching, Comparison of Search Trees. 

 

TEXT BOOKS:  

1. Data Structures: A PseudoCode Approach, 2/e, Richard F.Gilberg, BehrouzA.Forouzon, 

Cengage. 

2. Data Structures, Algorithms and Applications in java, 2/e, SartajSahni, University Press. 

 

REFERENCES BOOKS: 

1. Data Structures and Algorithm Analysis, 2/e, Mark Allen Weiss, Pearson. 

2. Data Structures and Algorithms, 3/e, Adam Drozdek, Cenage. 

3. C and DataStructures: A Snap Shot Oriented Treatise Using Live Engineering Examples, 

N.B.Venkateswarulu, E.V.Prasad, S Chand & Co, 2009. 

 

Lecture Plan: 

SNO TOPICS COVERED HOURS 

1 Introduction to Data Structures, Singly Linked Lists 3 

2 Doubly Linked Lists, Circular Lists-Algorithms 3 

3 Stacks and Queues: Algorithm Implementation using Linked Lists 3 

4 Searching-Linear and Binary Search Methods 2 

5 Sorting-Bubble Sort, Selection Sort, Insertion Sort, Quick Sort, Merge Sort 4 

6 Trees- Binary trees, Properties, Representation and Traversals 

(DFT,BFT),Expression Trees(Infix, prefix, postfix) 

3 

7 Graphs-Basic Concepts , Storage Structures and Traversals 2 

8 Dictionaries, ADT, The List ADT, Stack ADT, Queue ADT 2 

9 Hash Table Representation, Hash Functions, Collision Resolution-Separate 

Chaining 

3 

11 Priority queues- Definition, ADT, Realising a Priority Queue Using Heaps 2 

12 Insertion, Deletion of Heaps 3 

13 Search Trees- Binary Search Trees, Definition, ADT, Implementation 3 

14 Operations on Binary Search Trees -Searching, Insertion, Deletion 3 

15 Search Trees- AVL Trees, Definition, Height of AVL Tree 3 

16 Operations on AVL Trees, Insertion, Deletion and Searching 3 

17 Introduction to Red-Black and Splay Trees 3 

18 B-Trees, , Height of B-Tree, Insertion 2 

19 Deletion and Searching operations 2 

20 Comparison of Search Trees 3 

 

Course Outcomes (COs): 

1. Ability to write and analyze algorithms for algorithm correctness and efficiency  

2. Master a variety of advanced abstract data type (ADT) and data structures and their 

Implementation. 

3. Master various searching, sorting and hash techniques and be able to apply and solve problems of real 

life 

4. Design and implement variety of data structures including linked lists, binary trees, heaps, graphs and 

search trees  

5. Ability to compare various search trees and find solutions for IT related problems 
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Mapping between COs and POs: 

CO/PO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 

CO1 ã ã ã ã  ã     

CO2 ã ã         

CO3 ã ã ã ã    ã   

CO4 ã ã ã  ã ã  ã   

CO5 ã ã ã  ã ã     

 

Subject 

Code 

Subject Name Credits Core/Elective Internal  marks External marks 

MIT1.2 ADVANCED 

GRAPH THEORY  

3 C 40 60 

 

Course Description: The intension of this course is to introduce the subject of graph theory to computer science students in a 

thorough way.  While the course will cover all elementary concepts such as coloring, covering, hamiltonicity, planarity, 

connectivity and so on, it will also introduce the students to some advanced concepts. The successful student will know the 

definitions of relevant vocabulary and various algorithms from graph theory 

¶ Syllabus / Text books: 

UNIT I:  

Basic Concepts: Graphs and digraphs, incidence and adjacency matrices, isomorphism, the 

automorphism group;  

Trees: Equivalent definitions of trees and forests, Cayley's formula, the Matrix-Tree theorem, 

minimum spanning trees;  

 

UNIT II:  

Connectivity: Cut vertices, cut edges, bonds, the cycle space and the bond space, blocks, Menger's 

theorem;  

Paths and Cycles: Euler tours, Hamilton paths and cycles, theorems of Dirac, Ore, Bondy and 

Chvatal, girth, circumference, the Chinese Postman Problem, the Traveling Salesman problem, 

diameter and maximum degree, shortest paths;  

 

UNIT III:  

Matchings: Berge's Theorem, perfect matchings, Hall's theorem, Tutte's theorem, Konig's theorem, 

Petersen's theorem, algorithms for matching and weighted matching (in both bipartitie and general 

graphs), factors of graphs (decompositions of the complete graph), Tutte's f-factor theorem;  

Extremal problems: Independent sets and covering numbers, Turan's theorem, Ramsey theorems;  

 

UNIT IV:  

Colorings: Brooks theorem, the greedy algorithm, the Welsh-Powell bound, critical graphs, 

chromatic polynomials, girth and chromatic number, Vizing's theorem;  

Graphs on surfaces: Planar graphs, duality, Euler's formula, Kuratowski's theorem, toroidal graphs, 

2-cell embeddings, graphs on other surfaces;  

 

UNIT V:  

Directed graphs: Tournaments, directed paths and cycles, connectivity and strongly connected 

digraphs, branching;  

Networks and flows: Flow cuts, max flow min cut theorem, perfect square;  

Selected topics: Dominating sets, the reconstruction problem, intersection graphs, perfect graphs, 

random graphs.  
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TEXT BOOKS:  

1. Douglas B. West, Introduction to Graph Theory, Prentice Hall of India.  

2. NarsinghDeo, Graph Theory with Applications to Engineering and Computer Science. 

Prentice-Hall.  

REFERENCE BOOKS: 

1. Frank Harary, Graph Theory, Narosa.  

2. R. Ahuja, T. Magnanti, and J. Orlin, Network Flows: Theory, Algorithms, and 

Applications, Prentice-Hall.  

 

Lecture Plan: 

SNO TOPICS COVERED HOURS 

1 Basic Concepts: Graphs and digraphs, incidence and adjacency matrices 3 

2 Isomorphism, the automorphism group 2 

3 Trees: Equivalent definitions of trees and forests, Cayley's formula 3 

4 The Matrix-Tree theorem, minimum spanning trees 2 

5 Connectivity: Cut vertices, cut edges, bonds, the cycle space and the bond 

space  

3 

6 Blocks, Menger's theorem, Paths and Cycles: Euler tours 2 

7 Hamilton paths and cycles, theorems of Dirac 2 

8 Ore, Bondy and Chvatal, girth, circumference, the Chinese Postman Problem 3 

9 The Traveling Salesman problem, diameter and maximum degree, shortest 

paths 

3 

10 Matchings: Berge's Theorem, perfect matchings, Hall's theorem, Tutte's 

theorem, Konig's theorem 

3 

11 Petersen's theorem, algorithms for matching and weighted matching, factors 

of graphs  

3 

12 Tutte's f-factor theorem; Extremal problems: Independent sets and covering 

numbers,  

3 

13 Turan's theorem, Ramsey theorems, Colorings: Brooks theorem, 3 

14 the greedy algorithm, the Welsh-Powell bound, critical graphs 3 

15 Chromatic polynomials, girth and chromatic number, Vizing's theorem 2 

16 Graphs on surfaces: Planar graphs, duality, Euler's formula, Kuratowski's 

theorem 

3 

17 Toroidal graphs, 2-cell embeddings, graphs on other surfaces 3 

18 Directed graphs: Tournaments, directed paths and cycles, connectivity and 

strongly connected digraphs, branching 

3 

19 Networks and flows: Flow cuts, max flow min cut theorem, perfect square 2 

20 Selected topics: Dominating sets, the reconstruction problem 2 

21 Intersection graphs, perfect graphs, random graphs 2 

 

Course Outcomes (COs): 

8. Understand basic concepts in graph theory: coloring, planar graphs. 

9. Write precise and accurate mathematical definitions of objects in graph theory 

10. Describe and solve some real time problems using concepts of graph theory (e.g., scheduling 

problems). 

11. Use some classical graph algorithms in order to find subgraphs with desirable properties 
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12. Find maximal flows in networks and give an account of how this method is connected with 

results of Menger, König and Hall as well as solving certain problems by formulating them in 

terms of network flows 

13. Compute  and deduce properties of chromatic numbers and polynomials and identify certain 

problems as graph colouring problems 

14. Apply results of Euler, Kuratowski-Wagner and Appel-Haken to deduce properties of (non) 

planar graphs 

 

 

 

 

Mapping between COs and POs: 

CO/PO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 

CO1 ã    ã    ã   

CO2       ã ã   

CO3  ã ã ã ã  ã ã   

CO4  ã ã  ã      

CO5 ã ã ã ã ã  ã ã   

CO6 ã ã ã ã ã      

CO7 ã ã ã ã ã      

 

Subject 

Code 

Subject Name Credits Core/Elective Internal  marks External 

marks 

MIT1.3 PARALLEL 

ALGORITHMS 

3 C 40 60 

 

¶ Course Description: The student will learn How to work on Parallel Programming Platforms, 

Principles of Parallel Algorithm Design, Parallelization aspects , Parallel sorting methods, 

.Mapping and scheduling aspects of algorithms 

¶ Syllabus / Text books:    

UNIT1:  Introduction: 

Computational demand in various application areas, advent  of parallel processing, terminology-

pipelining, Data parallelism and control paralleli sm-Amdahlôs law. Basic parallel random access 

Machine Algorithmsï definitions of P, NP and NP-Hard, NP-complete classes of sequential 

algorithms-NCïclass for parallel algorithms. 

 

UNIT II: Scheduling: 

Organizational features of Processor Arrays, Multiprocessors and multi -computers. Mapping and 

scheduling aspects of algorithms. Mapping into meshes and hyper cubes-Load balancing-List 

scheduling algorithm Coffman-graham scheduling algorithm for parallel processors. 
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UNIT III:  Algor ithms: 

Elementary Parallel algorithms on SIMD and MIMD machines, Analysis of these algorithms. Matrix 

Multiplication algorithms on SIMD and MIMD models. Fast Fourier Transform algorithms. 

Implementation on Hyper cube architectures. Solving linear file -system of equations, parallelizing 

aspects of sequential methods back substitution and Tridiagonal. 

 

UNIT IV: Sorting : 

Parallel sorting methods, Odd-even transposition Sorting on processor arrays, Biotonic, merge sort on 

shuffle ïexchange ID, Arrayprocessor, 2D-Mesh Processor and Hypercube Processor Array. Parallel 

Quick-sort on Multiprocessors. Hyper Quick sort on hyper cube multicomputer. Parallel search 

operations. Ellis algorithm and Manberandladnerôs Algorithms for dictionary operations. 

 

UNIT V:  Searching 

Parallel algorithms for Graph searching, All Pairs shortest paths and  minimum cost spanning tree 

Parallelization aspects of combinatorial search algorithm swith focus on Branch and Bound Methods 

and Alpha-beta Search methods. 

 

TEXT BOOKS:  

1.  Parallel computing theory and practice, MichelJ.Quinn 

2.  Programming Parallel Algorithms, GuyE.Blelloch, Communications of the ACM 

 

Lecture Plan: 

SNO TOPICS COVERED HOURS 

1 Computational demand in various application areas, advent of parallel 

processing 

3 

2 Terminology-pipelining, Data parallelism and control paralleli sm-Amdahl ós 

law 

2 

3 Basic parallel random access Machine Algorithms-definitions of P 3 

4 NP and NP-Hard, NP-complete classes of sequential  algorithms-NCïclass 

for parallel algorithms 

3 

5 Organizational features of Processor Arrays, Multiprocessors and multi -

computers 

2 

6 Mapping and scheduling aspects of algorithms. Mapping  into meshes and  

hyper cubes 

3 

7 Load balancing-List scheduling  algorithm Coffman-graham scheduling 

algorithm for parallel processors 

3 

8 Elementary Parallel algorithms on SIMD and MIMD machines,  3 

9 Analysis of Parallel algorithms 2 

10 Matrix Multiplication algorithms on SIMD and MIMD models. Fast Fourier 

Transform algorithms.  

3 

11 Implementation on Hyper cube architectures, Solving linear file -system of 

equations 

3 

12 Parallelizing aspects of sequential  methods back substitution and Tridiagonal 3 

13 Parallel sorting methods, Odd-even transposition Sorting on  processor arrays 3 

14 Biotonic, merge sort on shuffle - exchangeID,Arrayprocessor,2D-Mesh  

processor and Hypercube Processor Array 

3 

15 Parallel Quick-sort on Multiprocessors. Hyper Quicksort on hypercube 

multicomputer 

2 

16 Parallel search operations. Ellis algorithm and Manberandladnerôs Algorithms 3 
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for dictionary operations 

17 Parallel algorithms for Graph searching, 3 

18 All  Pairs shortest paths, Minimum cost spanning tree.  3 

19 Parallelization aspects of combinatorial search algorithms with Focus on 

Branch and Bound Methods  

3 

20 Alpha-beta Search methods 2 

 

Course Outcomes (COs): 

6. Understand fundamental concepts of parallelism- pipeline, Amdahl's law. 

7. Know the physical limits of linear approach and solving problems in parallel. 

8. How to design & analyze parallel algorithms and implement them with parallel processors. 

9. Understand various approaches in parallel sorting and Searching. 

10. Gain knowledge on various parallel processor architectures and know how to embed one 

Architecture into another. 

Mapping between COs and POs: 

CO/PO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 

CO1  ã ã ã ã      

CO2 ã  ã        

CO3 ã  ã ã       

CO4 ã ã ã  ã      

CO5 ã ã  ã ã      

 

Subject 

Code 

Subject Name Credits Core/Elective Internal  marks External marks 

MIT1.4 DATA MINING AND 

KNOWLEDGE 

DISCOVERY 

3 C 40 60 

 

¶ Course Description: This subject provides an introduction to multidisciplinary field of data 

mining, the general data features, techniques for data preprocessing, modelling, design 

architectures, general implementation of data  warehouses and OLAP, the relationship between 

data warehousing and other generalization methods, data-cube technology & data cube 

computation, market basket analysis with many techniques for frequent item set mining,  

classification including decision tree induction, bayes classification, advanced methods for 

bayaesian  belief networks, the concepts of  data clustering includes a different methods of 

clustering such as k-means, k-mediods, db scan algorithm, role  of data mining in web mining. 

¶ Syllabus / Text books: 

 

Unit 1: 

Introduction to Data mining, types of Data, Data Quality, Data Processing, Measures of Similarity 

and Dissimilarity, Exploring Data: Data Set, Summary Statistics, Visualization, OLAP and multi 

dimensional data analysis. 
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Unit 2: Classification: Basic Concepts, Decision Trees and model evaluation: General approach 

for solving a classification problem, Decision Tree induction, Model over fitting: due to presence 

of noise, due to lack of representation samples, Evaluating the performance of classifier. Nearest 

Neighborhood classifier, Bayesian Classifier, Support vector Machines: Linear SVM, Separable 

and Non Separable case. 

 

Unit 3: Association Analysis: Problem Definition, Frequent Item-set generation, rule generation, 

compact representation of frequent item sets, FP-Growth Algorithms. Handling Categorical, 

Continuous attributes, Concept hierarchy, Sequential, Sub graph patterns 

 

Unit 4: Clustering: Over view, K-means, Agglomerative Hierarchical clustering, DBSCAN, 

Cluster evaluation: overview, Unsupervised Cluster Evaluation using cohesion and separation, 

using proximity matrix, Scalable Clustering algorithm 

 

Unit 5: Web data mining: Introduction, Web terminology and characteristics, Web content 

mining, Web usage mining, web structure mining, Search Engines: Characteristics, Functionality, 

Architecture, Ranking of WebPages, Enterprise search 

 

 

TEXT BOOKS:  

1. Introduction to Data Mining: Pang-Ning tan, Michael Steinbach, Vipin Kumar, Addison- 

Wesley. 

2. Introduction to Data Mining with Case Studies: GK Gupta; Prentice Hall. 

 

 

REFERENCE BOOKS: 

1. Data Mining: Introductory and Advanced Topics, Margaret H Dunham, Pearson, 2008. 

2. Fundamentals of data warehouses, 2/e ,Jarke, Lenzerini, Vassiliou, Vassiliadis, Springer. 

3. Data Mining Theory and Practice, Soman, Diwakar, Ajay, PHI, 2006. 

4. Data Mining, Concepts and Techniques, 2/e, Jiawei Han, MichelineKamber, Elsevier, 2006. 

 

Lecture Plan: 

SNO TOPICS COVERED HOURS 

1 Introduction to Data mining, types of Data, Data Quality, Data Processing 4 

2 Measures of Similarity and Dissimilarity 2 

3 Exploring Data: Data Set, Summary Statistics 2 

4 Visualization, OLAP and multi dimensional data analysis 3 

5 Classification: Basic Concepts, Decision Trees and model evaluation: General 

approach for solving a classification problem 

4 

6 Decision Tree induction, Model over fitting: due to presence of noise, due to 

lack of representation samples 

2 

7 Evaluating the performance of classifier. Nearest Neighborhood classifier, 

Bayesian Classifiers 

4 

8 Support vector Machines: Linear SVM, Separable and Non Separable case 3 

9 Association Analysis: Problem Definition, Frequent Item-set generation 3 

11 Rule generation, compact representation of frequent item sets, FP-Growth 

Algorithms 

3 

12 Handling Categorical , Continuous attributes, concept hierarchy, Sequential , 

Sub graph patterns 

4 



80 
 

13 Clustering: Over view, K-means, Agglomerative Hierarchical clustering 4 

14 DBSCAN, Cluster evaluation: overview, Unsupervised Cluster Evaluation 

using cohesion and separation 

3 

15 Using proximity matrix, Scalable Clustering algorithm 3 

16 Web data mining: Introduction, Web terminology and characteristics 2 

17 Web content mining, Web usage mining, web structure mining 3 

18 Search  Engines :Characteristics, Functionality, Architecture, Ranking of 

WebPages, Enterprise search 

4 

Course Outcomes: 

7. An ability to understand the basics of types of data, quality of data, suitable measures required to 

perform data analysis. (UNIT-I) 

8. To understand various classification techniques to perform classification, model building and 

evaluation (UNIT-II)  

9. Identify the usage of association rule mining techniques on categorical and continuous data (UNIT 

III)  

10. Identify suitable clustering algorithm (apply with open source tools), interpret, evaluate and report 

the result(UNIT IV) 

11. To understand the need of web mining (UNI-V) 

12. Design and implement a data-mining application using synthetic, realistic data sets using open 

source tools viz., Weka 

Mapping between COs and POs: 

 PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 

CO1 ã    ã      

CO2   ã  ã      

CO3   ã  ã      

CO4   ã ã ã      

CO5  ã         

CO6    ã  ã     

 

 

Subject 

Code 

Subject Name Credits Core/Elective Internal  marks External 

marks 

MIT1.5 ADVANCED 

COMPUTER 

NETWORKS 

3 C 40 60 

  

¶ Course Description: The student will learn about the principals and practice of computer 

networking, with emphasis on the internet, structure and components of computer network, layer 

architectures, physical layer, LAN, conjunction control, quality of service and multicasting. 

¶ Syllabus / Text books: 

Unit -I : 
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Network layer: Network Layer design issues: store-and forward packet switching, services        

provided transport layers, implementation connection less services, implementation connection 

oriented services, comparison of virtual ïcircuit and datagram subnets. 

Routing Algorithm  ïshortest path routing, flooding, distance vector routing, link state routing, 

Hierarchical routing, Broadcast routing, Multicasting routing, routing for mobiles Hosts, routing in 

Adhoc networks-  

Congestion control algorithms-Load shedding, Congestion control in Data gram Subnet. 

 

Unit -II:  

IPV4 Address  address  space, notations, classful addressing, classless addressing network 

addressing translation(NAT) , IPV6 Address  structure address space, Internetworking need for 

network layer internet as a data gram, internet as connection less network. 

IPV4 datagram, Fragmentation, checksum, options.  

IPV6 Advantages, packet format, extension Headers, Transition from IPV4 to IPV6  

 

UnitïIII:  

Process to process delivery:  client/server paradigm, multiplexing and demultiplexing, 

connectionless versus connection oriented services, reliable versus reliable. 

UDP: well known ports for UDP, user data gram, check sum, UDP operation, and uses of UDP 

TCP: TCP services, TCP features, segment, A TCP connection, Flow control, error control, 

congestion control. 

SCTP: SCTP services SCTP features, packet format, An SCTP association, flow control, error 

control. 

Congestion control: open loop congestion control, closed loop congestion control, Congestion 

control in TCP, frame relay,  

QUALITY OF SERVICE : flow characteristics, flow classes TECHNIQUES TO IMPROVE 

QOS: scheduling, traffic shaping, resource reservation, admission control. 

 

Unit ïIV:  

Domain name system: The name space, resource records, name servers 

E-mail: architecture and services, the user agent, message formats, message transfer, final delivery  

Www: architecture overview, static web documents, dynamic web documents, hyper text transfer 

protocol, performance elements, the wireless web.  

Multimedia:  introduction digital a audio , Audio compression, streaming audio, internet radio, 

voice over IP,  introduction to video, video compression, video on demand, the MBone-the 

multicast back bone  

 

Unit ïV: Emerging trends Computer Networks:  

Mobile Ad hoc networks: applications of Ad hoc networks, challenges and issues in MANETS, 

MAC layers issues, routing protocols in MANET, transport layer issues, Ad Hoc networks security. 

Wireless sensors networks: WSN functioning, operation system support in sensor devices, WSN 

Characteristics, sensor network operation, sensor Architecture: cluster management;  

Wireless mesh networks WMN design, Issues in WMNs;  

TEXT BOOKS:  

1. Data communications and networking 4thedtionBehrouz A Fourzan, TMH 

2. Computer networks    4thediton Andrew S Tanenbaum, Pearson  

3. Computer networks, Mayank Dave,   CENGAGE 

 

REFERENCE BOOKS: 
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1. Computer networks, A system Approach, 5thed, Larry L Peterson and Bruce S Davie, 

Elsevier 

 

Lecture Plan: 

SNO TOPICS COVERED HOURS 

1 Unit-I: Network Layer design issues: store-and forward packet switching, 

services provided transport layers. 

2 

2 Implementation connection oriented services, comparison of virtual ïcircuit 

and datagram subnets. 

3 

3 shortest path routing, flooding, distance vector routing 2 

4 link state routing, Hierarchical routing, Broadcast routing,  2 

5 Routing for mobiles Hosts, routing in Adhoc networks. 

 

2 

6 Load shedding, Congestion control in Data gram Subnet. 2 

7 Unit-I : IPV4address  space, notations, classful addressing, classless 

addressing network addressing translation(NAT) , 

4 

8 IPV6 Address structure address space, Internetworking need for network 

layer internet as a data gram, internet as connection less network. 

 

2 

9 IPV4 datagram, Fragmentation, checksum, options.  

 

2 

10 IPV6 Advantages, packet format, extension Headers, Transition from IPV4 to 

IPV6  

3 

11 UnitïIII:  Process to process delivery: client/server paradigm, multiplexing 

and demultiplexing connectionless versus connection oriented services, 

reliable versus reliable. 

3 

12 UDP: well known ports for UDP, user data gram, check sum, UDP operation, 

and uses of UDP 

2 

13 TCP: TCP services, TCP features, segment, A TCP connection, Flow control, 

error control, congestion control. 

3 

14 SCTP services SCTP features, packet format, An SCTP association, flow 

control, error control in TCP, frame relay. 

3 

15 Congestion control: open loop congestion control, closed loop congestion 

control, Congestion control 

2 

16 UnitïIV:  Domain name system: The name space, resource records, name 

servers E-mail: architecture and services, the user agent, message formats, 

message transfer, final delivery. 

4 

17 QOS: flow characteristics, flow classes TECHNIQUES TO IMPROVE QOS 

scheduling, traffic shaping, resource reservation, admission control. 

3 

18 Www: architecture overview, static web documents, dynamic web 

documents, Hyper text transfer protocol, performance elements, the wireless 

web.  

4 

19 Multimedia: introduction digital a audio , Audio compression, streaming 

audio, internet radio, voice over IP, 

2 

20  introduction to video, video compression, video on demand, the MBone-the 

multicast back bone  

2 

21 UnitïV: applications of Ad hoc networks, challenges and issues in MANETS, 

MAC layers issues, routing protocols in MANET, transport layer issues, Ad 

Hoc networks security. 

2 
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22 WSN functioning, operation system support in sensor devices, WSN 

Characteristics, sensor network operation, sensor Architecture: cluster 

management. 

4 

23 Wireless mesh networks WMN design, Issues in WMNs. 

 

2 

 

Course Outcomes: 

Upon the successful completion of the course, students will be able to: 

1. The Students will get good knowledge of Network layer functions and routing algorithms  

2. The students will know different IP addressing techniques used in internet 

3. The students will gains good knowledge about transport layer functions and protocols for data 

delivery in the internet  

4. The students will gains good knowledge about architecture of DNS, email, www and multimedia 

5. The students will get good knowledge about design of Manets and Wireless Sensor networks and their 

applications in reality 

Mapping between COs and POs: 

CO/PO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 

CO1 ã ã ã  ã      

CO2 ã ã ã ã ã      

CO3 ã ã ã ã ã ã     

CO4 ã ã ã ã ã ã  ã   

CO5 ã ã ã ã ã ã  ã   

 

¶ Syllabus / Text books: 

Unit 1: Introduction to distributed programming: Anatomy of a distributed Application, 

Requirements for Developing Distributed Applications, What does Java Provide? 

Introduction to sockets programming: Sockets and Streams, URLs, URL Connections and Content 

Handlers, The Class Loader. 

 

Unit 2: Distributing Objects: Why Distribute Objects?, Whatôs so Tough About Distributing 

Objects?, Features of Distributed Object Systems, Distributed Object Schemes for JAVA, 

CORBA, Java RMI, RMI Vs CORBA. 

Threads: Thread and Runnable, Making a Thread, Managing Threads at Runtime, Networked 

Threads. 

Subject 

Code 

Subject Name Credits Core/Elective Internal  marks External marks 

MIT1.6 DISTRIBUTED 

PROGRAMMING 

APPLICATIONS 

THROUGH JAVA 

3 C 40 60 
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Unit 3: Security: Security Issues and Concerns, The java. Security Package, Identities and Access 

Control, Keys: Public, Private and Secret, Digital Signature, Data Encryption, Choosing a 

Cryptographic Algorithm 

Message-Passing Systems: Messages defined, Why Do we need Messages?, Message Processing, 

Fixed Protocols, Adaptable Protocols, Message Passing with Java Events, Using Remote Objects 

Databases: An Overview of JDBC, Remote Database Applications, Multi-Database Applications 

 

Unit 4: RMI: The Basic Structure of RMI, The Architecture Diagram Revisited, Implementing the 

Basic Objects, The Rest of the Server, The Client Application. 

The RMI Registry: Why use a Naming Service? The RMI Registry, The RMI Registry is an RMI 

Server, Examining the Registry, Limitations of the RMI Registry, Security Issues 

 

Unit 5: Naming Services: Basic Design, Terminology and Requirements, Requirements for our 

Naming Service, Federation and Threading, The Context Interface, The Value Objects, Context 

Impl, Switching between Naming Services, The Java Naming and Directory Interface(JNDI). 

The RMI Runtime: Reviewing the Mechanics of a Remote Method call, Distributed Garbage 

Collection, RMIs Logging Facilities, and Other JVM Parameters. 

 

TEXTBOOKS:  

1. Java Distributed Computing , Jim Farley , Oô Reilly 

2. Java RMI Designing and Building: The Basics of RMI Applications, by William Grosso, 

OôReilly 

3. Java SOA Cook book SOA Implementation Recipes, Tips and Techniques, Eben Hewitt, 

OôReilly, 2009 

4. Service Oriented Architecture with Java, MalharBaral, Vincenzo Caselli, Binildas A. Christudas, 

Packt 

 

REFERENCES: 

1. Distributed Programming with Java, QusayH.Mahnoud, Manning Publisher 2000 

2. Java in Distributed Systems: Concurrency, Distribution and Persistence, Marko Boger, 2001. 

3. Developing Distributed and E-Commerce Applications, Darrel Ince, 2/e, Addison Wesly, 2004. 

4. Java Message Service (OôReilly Java Series), Richard Monson- Haefel, David Chappell. 

5. Sun SL 301 Distributed Programming with Java. 

6. Java Tutorial, http://java.sun.com/docs/books/tutorial/index.html. 

 

Lecture Plan: 

SNO TOPICS COVERED HOURS 

1 Anatomy of a distributed Application, Requirements for Developing 

Distributed Applications, 

2 

2 Sockets and Streams, URLs, URL Connections and Content Handlers, The 

Class Loader 

3 

3 Distributing Objects: Why Distribute Objects? Whatôs so Tough About 

Distributing Objects? 

2 

4 Features of Distributed Object Systems, Distributed Object Schemes for 

JAVA, CORBA, Java RMI, RMI Vs CORBA. 

3 

5 CORBA, Java RMI, RMI Vs CORBA. 2 

6 Thread and Runnable, Making a Thread, Managing Threads at Runtime, 

Networked Threads. 

2 

7 Security: Security Issues and Concerns, The java. Security Package, Identities 3 

http://java.sun.com/docs/books/tutorial/index.html



